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The Galaxy-based Search Algorithm (GbSA) is an optimization technique developed recently by 
Hamed Shah-Hosseini at Shahid Beheshti University-Iran [1, 2]. GbSA is a meta-heuristic that 
uses a modified Hill Climbing algorithm as a local search and resembles the spiral arms of some 
galaxies to search the optimum.  
In this paper, GbSA is proposed for solving the Combined Economic and Emission Dispatch 
(CEED) problem under some equality and inequality constraints. The equality constraints are 
the active power flow balance equations, while the inequality constraints are the minimum and 
maximum power output of each unit. The voltage levels and security are assumed to be 
constant. The CEED problem is obtained by considering both the economy and emission 
objectives. This bi-objective problem is converted into a single objective function using a price 
penalty factor. 
The validity of GbSA is tested on two sample systems and the results are compared to those 
reported in the recent literature. The study results are quite encouraging showing the good 
applicability of GbSA for CEED problem. 
 
Keywords: Economic dispatch, emission dispatch, Combined Economic and Emission Dispatch, 
Galaxy-based Search Algorithm. 

 
1. Introduction 
 

In recent years the economic dispatch problem has taken a suitable twist as the public 
has become increasingly concerned with environmental matters. The absolute minimum 
cost is not anymore the only criterion to be met in the electric power generation and 
dispatching problems. The generation of electricity from the fossil fuel releases several 
contaminants such as sulfur oxides (SO2) and oxides of nitrogen (NOX) into the 
atmosphere. These gaseous pollutants cause harmful effects on human beings as well as on 
plants and animals [3]. 
 

The economic dispatch problem in a power system is to determine the optimal 
combination of power outputs for all generating units which will minimize the total cost 
while satisfying the constraints. When the environmental concerns that arise from the 
emissions produced by fossil-fueled electric power plants are combined with the EDP then 
the problem becomes Combined Economic and Emission Dispatch (CEED) problem. This 
problem considers two objectives such as minimization of the cost and emission from the 
thermal power plants with both equality and inequality constraints.  

 
The economic load dispatch is one of the major problems in power system operation and 

planning. It is a large-scale highly non-linear constrained optimization problem. The 
traditional methods used to solve this economic load dispatch problem are Lambda iteration 
method, Gradient, Newton, linear programming and interior point method. Recently, meta-
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heuristic techniques such as Simulated Annealing, Genetic Algorithm (GA), Particle 
Swarm Optimization (PSO) and Tabu search algorithm are used to solve this problem [4]. 

In this paper, a new meta-heuristic technique called “Galaxy-based Search Algorithm” 
(GbSA) has been proposed to solve the CEED problem. The bi-objective CEED problem is 
converted into a single-objective function using a price penalty factor.  

In order to show the effectiveness of the proposed algorithm, it has been implemented on 
two different test systems. Satisfactory simulation results are demonstrated and also 
compared with the results obtained by other algorithms in the literature. 
 
2. Problem formulation 
 
2.1. Economic dispatch  
 

The optimal Economic dispatch is the important component of power system 
optimization. It is defined as the minimization of the combination of the power generation, 
which minimizes the total cost while satisfying the power balance relation. The problem of 
economic dispatch can be formulated as minimization of the cost function subjected to the 
equality and inequality constraints [5]. 

 
In power stations, every generator has its input/output curve. It has the fuel input as a 

function of the power output. But if the ordinates are multiplied by the cost of $/Btu, the 
result gives the fuel cost per hour as a function of power output [6]. 

The fuel cost of generator i may be represented as a polynomial function of real power 
generation: 

 
)ng,...,2,1i()cPbPa()P(F

ng

1i
iGii

2
GiiGi =∑ ++=

=
                (1) 

Where F  is the total fuel cost of the system, ng is the number of generators, ia , ib and 
ic are the cost coefficients of the i-th generating unit.  

 
2.2. Emission dispatch  
 

The emission function can be defined as the sum of all types of emission considered, 
such as NOx, SO2, CO2, particles and thermal emissions, ect, with suitable pricing of 
weighting on each pollutant emitted [7]. 

In this paper, only NOx emission function is taken into account. This function is 
illustrated by equation (2) if the valve point effect is not taken into account. 
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Where E  is the total NOx emission of the system, iα , iβ and iγ are the emission 
coefficients of the i-th generating unit.  
 
2.3. Constraints  

During the minimization process, some equality and inequality constraints must be 
satisfied. In this process, an equality constraint is called a power balance and an inequality 
constraint is called a generation capacity constraint. 
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A.1 Equality constraint 

The total power generation must supply the total power demand dP  and the total power 
transmission losses in the network LP . Hence, 

0PPP Ld

ng

1i
Gi =−−∑

=
                         (3) 

 
A.2 Inequality constraints 

According to those constraints, the power output of each generator is restricted by 
minimum minGiP  and maximum maxGiP power limits. 

 
maxGiGiminGi PPP ≤≤                          (4) 

 
2.4. Combined economic and emission dispatch (CEED) 
 

Optimization of Combined Economic and Emission Dispatch (CEED) problem can be 
formulated as: 

 
)]P(E),P(F[Min GiGi                         (5) 

 
CEED engages the concurrent optimization of fuel cost and emission control that are 

contradictory ones. The bi-objective economic and emission dispatch problem is converted 
into single optimisation problem by introducing price penalty factor fP  as follows: 

 
)P(EP)P(F)P(TMin GifGiGi +=                    (6) 

Subject to the power constraints given by (3) and (4). 
 
The price penalty factor P f  is the ratio between the maximum fuel cost and maximum 

emission of corresponding generator [8].
 
 

)P(E
)P(F

P
maxGi

maxGi
fi =                           (7) 

The steps to determine the price penalty factor for a particular load demand are: 
1. Find the ratio between maximum fuel cost and maximum emission of each 

generator. 
2. Arrange P fi  )ng...,2,1i( =  in ascending order. 
3. Add the maximum capacity of each unit )P( maxGi  one at a time, starting from the 

smallest P fi  until∑ ≥ dmaxGi PP . 
4. In this stage, P fi associated with the last unit in the process is the price penalty 

factor of the given load P f . 
 

Once the value of P f  is known, then (6) can be rewritten in terms of known coefficients 
and the unknown output of the generators. 
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Where: α ifiii PaA += , β ifiii PbB += , γ ifiii PcC +=  
 
2.5. Modified CEED problem formulation  
 

The modified CEED problem formulation is based on its transformation into an 
unconstrained problem with (ng-1) variables [9]. In order to achieve the modified CEED 
problem, we apply two eliminations separately: Firstly, to eliminate the linear inequality 
constraints, new variable θ has to be introduced. The inequality constraints given by (4) can 
be formulated as 

1
PP

PP
0

minGimaxGi

minGiGi ≤
−
−

≤                         (9) 

The function limited between 0 and 1 is the function θ²sin : 
1²sin0 ≤≤ θ                             (10) 

Comparing equations (9) and (10) 
iiminGiGi ²insDPP θ+=                          (11) 

Where minGimaxGii PPD −=  and θ is an unconstrained variable.  
Secondly, to eliminate the linear equality constraints, we express PGng  as a function of

PGi . 
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Substitution of the expressions (11) and (13) in (8) gives: 

+++∑=
−

=
minGjjjjminGjj

1ng

1j
j P(B)²²sinDP(A[)(GMin θθ )²²sinDL(A]C)²sinD

1ng

1j
jjngjjj ∑−++

−

=
θθ  

ng

1ng

1j
jjng C)²sinDL(B +∑−+

−

=
θ                       (14) 

After development, equation (14) can be represented in the following general form:  
 

KV)²(sin)²(sinM)j²(sin)(GMin T
jj

T
j ++= θθθθ                 (15) 

 
M and V are (ng-1)-by-(ng-1) and (ng-1)-by-1 array of total cost coefficients and K is a 

constant total coefficient scalar. 
The off-diagonal elements of matrix M are: 

ngjiij ADDM =                            (16) 
and the diagonal elements of matrix M are: 

)AA(DM ngj
2
jjj +=                          (17) 

The elements of vector V are: 
)BLA2BPA2(DV ngngjminGjjjj −−+=                 (18) 

The constant K is: 
)P(TCLB²LAK minGjjngngng +++=                    (19) 

 
For modified economic dispatch ii aA = , ii bB = , ii cC =  
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For modified emission dispatch iiA α= , iiB β= , iiC γ=  
 
3. Galaxy-based search algorithm  
 

Recently, Hamed Shah-Hosseini developed a new Galaxy-based Search meta-heuristic 
Algorithm that is an optimization technique inspired from nature. He applied GbSA to 
solve the principal components analysis problem [1] and multilevel image thresholding [2]. 

The GbSA imitates the spiral arm of spiral galaxies to search its surrounding. This spiral 
movement is enhanced by chaos to escape from local optimums. A local search algorithm is 
also utilised to adjust the solution obtained by the spiral movement of the GbSA 
(SpiralChaoticMove). The pseudo-codes of the GbSA is: 

 
Procedure GbSA 
 ionitialSolutGenerateInSG ←  
 )(SGhLocalSearcSG ←      
While (termination condition is not met) do 
  falseFlag ←  
  SpiralChaoticMove (SG, Flag)  
  If (Flag) then 
  )SG(hLocalSearcSG ←    
  Endif 
Endwhile 
Return SG 
Endprocedure 
 

At first, the initial solution is created by the function GenerateInitialSolution(SG). 
Following solution initialization, the local search component of the GbSA, 
LocalSearch(SG) , is activated with the initial solution in variable SG. The local search is a 
modified Hill-Climbing. Other components of the proposed GbSA are called in the “while” 
loop of the pseudo-code. SpiralChaoticMove is the first component in the loop which 
globally searches around the solution SG 
 
3.1 Local search: modified Hill-Climbing 

 
Hill Climbing is a mathematical optimization technique which belongs to the family of 

local search. It is an iterative algorithm that can be used to solve problems that have many 
solutions, some of which are better than others. It starts with a random (potentially poor) 
solution, and iteratively makes small changes to the solution, each time improving it a little 
[10, 11].  

When the algorithm cannot see any improvement anymore, it terminates. Ideally, at that 
point the current solution is close to optimal, but it is not guaranteed that Hill Climbing will 
ever come close to the optimal solution [11]. 

The relative simplicity of the algorithm makes it a popular first choice amongst 
optimizing algorithms. It is used widely in artificial intelligence, for reaching a goal state 
from a starting node. Choice of next node and starting node can be varied to give a list of 
related algorithms. Although more advanced algorithms such as simulated annealing or 
Tabu search may give better results, in some situations hill climbing works just as well 
[12].  
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Pseudo-code of modified Hill-Climbing search algorithm is shown in table 1.  

 
Table 1: The pseudo-code of the local search used in the GbSA 

Procedure LocalSearch 
// Input 

 
L is the number of components of candidate solutions. 
S is the current solution with L components such that Si denotes the component ith 
of solution S. 

//Output SNext is the output of the local search. 
//Parameters ΔS is the step size which is set by function NextChaos(). 

α is a dynamic parameter. 
Δ α is 0.5 
kMax denotes the maximum iteration that the local Search has to search around a 
component to find a better solution.  
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Endprocedure 
 
3.2 Spiral movement 

 
The SpiralChaoticMove has the role of searching around the current solution denoted by 

SG. When the SpiralChaoticMove finds an improved solution better than the SG, it updates 
the SG with the improved solution, and the variable Flag is set to true. When Flag is true, 
the LocalSearch component of the GbSA is activated to search locally around the updated 
solution SG. 

 
The SpiralChaoticMove is iterated maximally for Maxrep number of times. However, 

whenever it finds a solution better than the current solution, the SpiralChaoticMove is 
terminated. If SpiralChaotic Move finds a better solution, Flag is set to true and Local 
Search is called to search locally around the newly-updated solution SG. The whole process 
above is repeated until a stopping condition is satisfied [2].The SpiralChaoticMove 
searches the space around the current best solution using a spiral movement enhanced by a 
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chaotic variable generated by NextChaos(). The pseudo-code of SpiralChaoticMove is 
shown in table 2. 
 
 
Table 2: The pseudo-code of the SpiralChaoticMove used in the GbSA 

Procedure SpiralChaoticMove 
// Input 
 

S is the current best solution with L components such that Si denotes the ith 
component of solution S. 

// Output SNext is the output, which is found first that is better than the given 
solution S. 
Flag is set to true to indicate that a better solution has been found. 

// Parameters Each θi is initialised by (–1 + 2 NextChaos()). 
Δθ is a parameter. Here, 0.01. 
r is 0.001. 
Δr is set by the value NextChaos() in each procedure call. 
Maxre p is the maximum iteration that the SpiralChaoticMove searches. 

 Repeat 

 
;())..21(

1
πθ NextChaos

Ltoifor

i +−←
=

 

Endrepeat 
Maxreprepwhile p  

 Repeat Ltoifor 1=  
 );cos(.(). iii rNextChaosSSNext θ+←  
 Endrepeat 
 thenSfSNextif )()( ≥  
 ;; cedureGotoEndprotrueFlag ←  
      Endif 
 Repeat Ltoifor 1=  
 );cos(.(). iii rNextChaosSSNext θ−←  
 Endrepeat 
 thenSfSNestif )()( ≥  
 ;; cedureGotoEndprotrueFlag ←  
      Endif 
 ;rrr Δ+←  
    Repeat Ltoi 1=  

;θθθ Δ+← ii  

;)( πθπθ −←ii thenif f  
             Endif 
     Endrepeat 

;1+← reprep  
Endwhile 
Endprocedure. 

 
 

The chaotic sequence is generated by the logistic map: 
...,2,1,0n)x1.(x.x nn1n =−=+ λ                      (20) 

The initial value x0 should be chosen from [0, 1]. λ is the control parameter, and xn denotes 
the variable at discrete time n. The logistic map exhibits chaotic dynamics when λ = 4 and  
x 0 ∈ [0,1] {0, 0.25, 0.5, 0.75, 1}. 
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4. Simulation results 
 

GbSA has been tested on IEEE 30-bus six-generator and eleven generator sample 
systems. These test systems are widely used as benchmarks in the power system field for 
solving the CEED problem and have been used by many other research groups around the 
world for similar purposes. The results obtained from the GbSA are compared with other 
population-based optimization techniques, which have already been tested and reported by 
earlier authors. 
The GbSA parameters are taken as follows: 

.Maxrep,K,.r,.,.,.x, max 5001000010010502504 0 ======= θΔαΔλ  
The simulations were run for three different cases: 

Case 1: Minimize total fuel cost (Economic Dispatch). 
Case 2: Minimize total emission (Emission Dispatch). 
Case 3: Minimize fuel cost and emission simultaneously (CEED).  

 
4.1 Test System I  
 

The detailed data of this system are given in [6].This power system which is considered 
as lossless, is interconnected by 41 transmission lines and the total system demand for the 
21 load buses is 283.40 MW. Operating limits, Fuel cost and emission coefficients for this 
system are illustrated in table 3 [13]. 
 
Table 3: Generation limits, fuel cost and emission coefficients of six-generator system 

 
Generator 

 
minGiP  

 
maxGiP  iGii

2

GiiGi cPbPa)P(F ++=  ($/h) ( )iGii

2

GiiGi PP)P(E γβα ++= .10-2 (ton/h) 

ia ($/MW²h) ib ($/MWh) ic ($/h) iα (ton/MW²h) iβ (ton/MWh) iγ (ton/h)
1 0.05 0.5 100 200 10 6.490  -5.554  4.091 

2 0.05 0.6 120 150 10 5.638  -6.047  2.543  
3 0.05 1 40 180 20 4.586  -5.094  4.258  
4 0.05 1.2 60 100 10 3.380  -3.550  5.426  
5 0.05 1 40 180 20 4.586  -5.094  4.258  
6 0.05 0.6 100 150 10 5.151  -5.555  6.131  

 
The price penalty factor is evaluated to 1336.26 ton/h.  

The optimal values of the generated powers, fuel cost and NOx emission for case1, 2 and 
3 are reported in table 4. 
 
Table 4: GbSA solution of Economic Dispatch, Emission Dispatch and CEED for test system I. 

Generator Case 1 Case2 Case 3 
θopt (rd) PGopt (pu) θopt (rd) PGopt (pu) θopt (rd) PGopt (pu) 

1 16.08123 0.10984 8.36982 0.39051 -8.50064 0.33663 
2 -10.16412 0.29970 19.96387 0.49313 -17.83684 0.44576 
3 -10.20933 0.52420 -5.52171 0.50228 -3.90717 0.50617 
4 1.15975 1.01640 -0.63403 0.45358 3.88546 0.57729 
5 -21.20670 0.52410 30.65429 0.50244 18.08408 0.50608 

PG6opt (pu) 0.35976 0.49206 0.46206 
Fuel cost ($/h) 600.111 633.265 620.450 

Emission (ton/h) 0.20501 0.18613 0.18701 
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According to table 4, the fuel cost in case 1 is 5.24% and 3.28% lower than that found 
by considering cases 2 and 3, respectively. In addition, the emission level in case 1 is 
10.14% and 9.65% higher than that found in cases 2 and 3, respectively. We can see that 
the fuel cost and emissions are reduced by considering the CEED. 

Convergence characteristics of fuel cost (case 1), NOx emission (case 2) and total cost 
(case 3) are shown in figures 1 and 2 respectively. 
 
 
 

 
 
 
 

Figure 1. Convergence of fuel cost (case1)                          Figure 2. Convergence of total cost (case 3) 
                               and NOx emission (case 2) 
 

These graphs indicate that GbSA converges rapidly to the optimal solution. 
 
In order to demonstrate the performance of the GbSA, its results are compared to those 

obtained using Non-dominated Sorting Genetic Algorithm (NSGA) [13]. The comparison 
results are given in table 5. 
 
Table 5: Comparison of fuel cost and emission for test system I. 

Case Case 1  Case2  Case3  

Algorithm GbSA NSGA GbSA NSGA GbSA NSGA* 

PG1 (pu) 0.10984 0.10954 0.39051 0.40584 0.33663 0.2571 
PG2 (pu) 0.29970 0.29967 0.49313 0.45915 0.44576 0.3774 
PG3 (pu) 0.52420 0.52447 0.50228 0.53797 0.50617 0.5381 

PG4 (pu) 1.01640 1.01601 0.45358 0.38300 0.57729 0.6872 
PG5 (pu) 0.52410 0.52469 0.50244 0.53791 0.50608 0.5404 
PG6 (pu) 0.35976 0.35963 0.49206 0.51012 0.46206 0.4337 

Fuel cost ($/h) 600.111 600.114 633.265 638.260 620.450 610.067 
Emission (ton/h) 0.20501 0.22214 0.18613 0.19420 0.18701 0.20060 

NSGA*: Best compromise solutions. 

 
From the above table, it is noted that the fuel cost (case 1) obtained by GbSA is 

comparable to that obtained using NSGA. Moreover, the NOx emission (case 2) obtained by 
GbSA is better than that obtained using NSGA.  

 
The fuel cost obtained by GbSA in case 3 is higher than that obtained by NSGA*. 

Moreover, NOx emission obtained in the same case by GbSA, is better than that obtained 
using NSGA*. 
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4.2 Test System II  
 

This system consists of eleven generating units, having quadratic cost and emission 
functions. The input data for the 11-generator system are taken from [14, 15, 16] and the 
total demand is set as 2500 MW. For this system, transmission losses are neglected. 
Operating limits, Fuel cost and emission coefficients are given in table 6.  
For comparison of results with recent reports, coefficients for the modified CEED are taken 

as follows: α ifiii PaA += , β ifiii PbB += , γ ifiii PcC +=  

P fi is the price penalty factor of each generator. 
Table 6: Generation limits, fuel cost and emission coefficients of eleven-generator system 

 
Gene 
rator 

minGiP  
(MW) 

maxGiP  
(MW) 

iGii

2

GiiGi cPbPa)P(F ++=  ($/h) )PP()P(E iGii

2

GiiGi γβα ++=  (Kg/h) 

ia ($/MW²h) ib ($/MWh) ic ($/h) iα (Kg/MW²h) iβ (Kg/MWh) iγ (Kg/h)

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 

20 
20 
20 
60 
20 
60 
20 

100 
100 
110 
110 

250 
210 
250 
300 
210 
300 
215 
455 
455 
460 
465 

0.00762 
0.00838 
0.00523 
0.00140 
0.00154 
0.00177 
0.00195 
0.00106 
0.00117 
0.00089 
0.00098 

1.92699 
2.11969 
2.19196 
2.01983 
2.22181 
1.91528 
2.10681 
1.99138 
1.99802 
2.12352 
2.10487 

387.85 
441.62 
422.57 
552.50 
557.75 
562.18 
568.39 
682.93 
741.22 
617.83 
674.61 

0.00419 
0.00461 
0.00419 
0.00683 
0.00751 
0.00683 
0.00751 
0.00355 
0.00417 
0.00355 
0.00417 

-0.67767 
-0.69044 
-0.67767 
-0.54551 
-0.40060 
-0.54551 
-0.40006 
-0.51116 
-0.56228 
-0.41116 
-0.56228 

33.93 
24.62 
33.93 
27.14 
24.15 
27.14 
24.15 
30.45 
25.59 
30.45 
25.59 

 
The optimal values of the generated powers, fuel cost and NOx emission for case1, 2 and 

3 are given in table 7. 
 
Table 7: GbSA solution of Economic Dispatch, Emission Dispatch and CEED for test system II. 

Bus Case 1 Case2 Case 3 

θopt (rd) PGopt (MW) θopt (rd) PGopt (MW) θopt (rd) PGopt (MW) 
1 -12.9797 57.1155 1.5707 250.0000 -14.9023 139.6504 

2 -0.3339 40.4065 -4.7124 210.0000 -10.1979 112.6706 
3 -5.8655 57.8494 -1.5707 250.0000 19.6819 145.7959 
4 -5.0215 277.7904 -8.6927 167.2304 -5.3212 221.4886 

5 13.7807 186.8629 13.4977 142.3451 8.5235 136.8058 
6 -24.0398 249.2444 0.7314 167.0680 -16.6572 218.6314 
7 -20.8774 177.0252 -5.3693 142.2783 -33.6542 140.2709 
8 -10.5185 380.1425 29.1707 316.5621 -2.1610 345.0302 

9 -13.5364 341.5759 2.3603 276.0231 11.6320 329.5759 
10 -16.7759 378.7072 0.8362 302.7439 -26.1511 363.6264 

PG11opt (MW) 353.2797 275.7488 346.4535 

Fuel cost ($/h) 12274.40 13046.66 12424.76 

Emission (Kg/h) 2540.694 1659.262 2003.543 
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Convergence characteristics of fuel cost (case 1), NOx emission (case 2) and total cost 

(case 3) are shown in figures 3 and 4 respectively. 
 

 
 

 
 

 
Figure 3. Convergence of fuel cost (case1)       Figure 4. Convergence of total cost (case 3) 

and NOx emission (case 2) 
These graphs clearly indicate that GbSA converges rapidly to the optimal solution. 

From the results, it is inferred that, the fuel cost and emission are conflicting objectives. 
Emission has maximum value when cost is minimized. 

The fuel cost in case 1 is found to be better than other cases. The maximum difference 
between cases 1 and 2 is 772 $/h. But the emission level in this case is not the best. The 
best emission is found in case 2. 
 

In order to demonstrate the efficiency of GbSA, the results obtained for eleven-generator 
sample system using λ-iteration method, Recursive method, Particle Swarm Optimization 
(PSO), Differential Evolution (DE), Simplified recursive method, Genetic Algorithm based 
on Similarity Crossover (GAbSC), Gravitational Search Algorithm (GSA) and GbSA are 
shown in table 8 and figure 5. 

 
Table 8: Comparison of fuel cost and emission for test system II. 

Method Fuel cost ($/h) Emission (Kg/h) 
λ –iteration [14, 15, 16] 
Recursive [14, 15, 16] 
PSO [14, 15, 16] 
DE [14, 15, 16] 
Simplified Recursive [14, 15, 16] 
GAbSC [14 , 16] 
GSA [14] 
GbSA 

12424.94 
12424.94 
12428.63 
12425.06 
12424.94 
12423.77 
12422.66 
12424.76 

2003.301 
2003.300 
2003.720 
2003.350 
2003.300 
2003.030 
2002.950 
2003.543 

 
 

It appears in table 8 that GbSA has similar performance when comparing other 
population-based optimization algorithms in the literature. The PSO produced the highest 
cost and emission. 
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Figure 5. Comparison of the results. 
  
 
5. Conclusion 
 

In this paper, economic and emission dispatch problems are combined and converted 
into a single objective function. The converted objective function is solved by a newly 
introduced metaheuristic GbSA to minimize the fuel cost and NOx emission for a given 
load. The GbSA imitates the arms of spiral galaxies to look for optimal solutions and also 
utilizes a local search algorithm for fine-tuning of the solutions obtained by the spiral arm.  

Test results have shown that GbSA can provide identical solutions to others methods. 
The computing time of GbSA is insignificant since the number of iterations needed by the 
process to stop is very low. As a result, GbSA is acceptable and applicable for CEED 
problem solution. 

Further extensions of GbSA should be explored to include more objective functions or 
constraints with regard to more realistic problems, as well as other data sets and standard 
test problems. 
 
References 
 
[1] H. Shah-Hosseini, Principal components analysis by the galaxy-based search algorithm: a novel 

metaheuristic forcontinuous optimization, Int. J. Computational Science and Engineering, Vol. 6, Nos. 1/2, 
2011. 

[2] H. Shah-Hosseini, Otsu’s Criterion-based Multilevel Thresholding by a Nature-inspired Metaheuristic called 
Galaxy-based Search Algorithm, Third World Congress on Nature and Biologically Inspired Computing, 
2011. 

[3] A. Lakshmi Devi, and O. Vamsi Krishna, Combined economic and emission dispatch using evolutionary 
algorithms-a case STUDY ARPN, Journal of Engineering and Applied Sciences Vol. 3, NO. 6, December 
2008. 

[4] S. Dhanalakshmi, S. Kannan, K. Mahadevan, and S. Baskar, Application of modified NSGA-II algorithm to 
Combined Economic and Emission Dispatch problem, Electrical Power and Energy Systems, 33, 992–1002, 
2011. 

[5] L. Benasla, A. Belmadani, and M. Rahli, Application of SUMT Method to Combine Economic and 
Emission Dispatch, Leonardo Journal of Sciences, Issue 13, 122-132, July-December 2008 

[6] Y. Wallach, Calculations and programs for power system networks, Prentice-Hall, Englewood Cliffs, 1986. 
[7] C.M.Huang , Yang H.T., and Huang C.L., (1997). Bi-objective power dispatch using fuzzy satisfaction 

maximizing decision approach, IEEE Transactions on Power Systems, Vol. 12, N°4, pp.1715-1721, 1997. 
[8] P. Venkatesh, R. Gnanadass, and P.P.Narayana, Comparison and application of evolutionary programming 

techniques to combined economic emission dispatch with line flow constraints, IEEE Transactions on 
Power Systems, vol. 18, n° 2, pp.688-697, 2003,. 

12422

12423

12424

12425

12426

12427

12428

12429

G
bS

A

G
SA

G
Ab

SCSi
m

pl
ifi

ed
   

   
 R

ec
ur

si
ve

D
E

PS
O

R
ec

ur
si

ve

λ-
ite

ra
tio

n N
O

x e
m

is
si

on
 (K

g/
h)

NOx emissionFuel cost 

 

Fu
el

 c
os

t (
$/

h)

2002,0

2002,2

2002,4

2002,6

2002,8

2003,0

2003,2

2003,4

2003,6

2003,8



D. Hamza Zerigat et al.: Solution of CEED problems using GbSA 
 
 

480 
 

[9] L. Benasla, A. Belmadani, M. Rahli, Hooke-Jeeves’ method applied to a new economic dispatch problem 
formulation. Journal of Information Science and Engineering (JISE), Vol.24 No. 3 May 2008. 

[10] M.S. Geetha Devasena and M.L.Valarmathi, Optimized test suite generation using tabu search technique ? 
International Journal of Computational Intelligence Techniques, Vol.1, Issue 2, 10-14, 2010. 

[11] A. Motaghedi-larijani, K. Sabri-laghaie and M. Heydari, Solving Flexible Job Shop Scheduling with Multi 
Objective Approach, Internattiional Journal of Industrial Engiineering and Production Research, 197-209, 
Volume 21, N° 4, 2010 

[12] M.Tiwari, V.Bansal, and A.Bajaj, Ant Colony Optimization : Algorithms of Mutation Testing, International 
Journal of Engineering Research & Technology (IJERT), Vol. 1 Issue 9, November- 2012. 

[13] M.A. Abido, A novel multiobjective evolutionary algorithm for environmental/economic power dispatch, 
Electric Power Systems Research, 65, 71-81, 2003.  

[14] U. Güvenç, Y. Sönmez, S. Duman, and N. Yörükeren, Combined economic and emission dispatch solution 
using gravitational search algorithm, Scientia Iranica Transactions D: Computer Science & Engineering 
and Electrical Engineering, 19 (6), pp.1754–1762, 2012. 

[15] R. Balamurugan, and S. Subramanian, A Simplified Recursive Approach to Combined Economic Emission 
Dispatch, Electric Power Components and Systems, 36 (1), pp. 17–27, 2008. 

[16] U. Güvenç, Combined economic emission dispatch solution using genetic algorithm based on similarity 
crossover, Scientific Research and Essays, Vol. 5(17), pp. 2451-2456, 2010. 

 


