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Abstract: - Feed water pump fault detection is important to ensure the reliability and efficiency of the steam power plant. Fault detection
based on threshold monitoring and rule-based systems cannot handle complex operational anomalies. To enhance fault detection ac-curacy
whilst retaining computational efficiency, this study presents a hybrid 1D Convolutional Neural Network (CNN) and Grasshopper
Optimization Algorithm (GOA) approach. GOA optimizes hyperparameters to improve the model’s predictive performance in tandem with
the 1D CNN to extract temporal features from time-series sensor data. In this methodology, data pre-processing, model training on Google
Colab using TensorFlow, then deployment on an ESP32 microcontroller using TensorFlow Lite (TFLite). Accuracy, precision, recall, F1-
score, confusion matrices, ROC curves, AUC score and inference latency are used to evaluate model’s performance from precision. The
results show significant better classification accuracy with 99.5% using the pro-posed hybrid model, compared to traditional machine
learning techniques. Addition-ally, 97% accuracy on inference time 9 milliseconds is obtained on ESP32 deployment, making it fit for real
time industrial applications. Validation of the efficiency of deep learning and metaheuristic optimization combination in predictive
maintenance is shown by the findings. This technique enables online, at the edge fault detection in power plants with reduced downtime
and improved operational reliability.
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I. INTRODUCTION

Modern power generation is one of the most important infrastructures in the modern world, the uninterrupted
power supply is very necessary for industries, commercial buildings and households. Steam power plants having
Rankine cycle are also one of the various power generation technologies. Boiler feedwater pumps are needed to
provide a steady supply of water at the pressure and rate needed for steady generation of steam in these plants [1].
Severe consequences from feedwater pump failure are unplanned shutdowns, reduced efficiency, and financial
losses. As a result, such a fault detection mechanism should be put in place to ensure the predictive maintenance as
well as system longevity.

Changing from the traditional rule-based approach to the machine learning and artificial approach in the fault
detection of industrial system. Diagnosis with conventional approaches requires expert knowledge and predefined
threshold limits, which are not flexible to (or adaptive in) complex and dynamic operational environments. Deep
learning has drawn recent interest for its capability to derive complex information from data and has been
successfully used for real time and highly accurate fault detection [2,3]. Specifically, Convolutional Neural
Networks (CNNs) have shown great promise in industrial settings. Nevertheless, deploying standard CNN models
on em-bedded systems with limited resources is quite challenging because of their high computational cost [4].

This study seeks to overcome the high computational costs and the need to detect faults in one-dimension
Convolutional Neural Networks (1D CNN) and the Grass-hopper Optimization Algorithm (GOA). The choice of
the 1D CNN is motivated by its opportunity to work well with time series data of handling sensor data from the
power plant equipment. GOA integration improves the model’s performance by improving the hyperparameters
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and weights, while reducing the overall complexity of model with high detection accuracy [5]. With this hybrid
approach, the design is lightweight and according to TinyML frameworks to be deployable in real time to embedded
devices like ESP32.

Traditional machine learning models and even deep learning approaches often rely on cloud computing for data
processing and inference. While CloudML offers high computational power and accessibility, it introduces latency
issues, dependency on an internet connection, and potential cybersecurity vulnerabilities. On the other hand,
MobileML provides a balance by executing models on mobile devices with reasonable processing power, but it
still consumes significant energy and may not be optimal for industrial applications [6]. TinyML, which focuses on
deploying machine learning models on microcontrollers and edge devices, is a more viable alternative for real-time
predictive maintenance in industrial settings. TinyML allows models to run locally on embedded systems with
minimal power consumption, making it ideal for power plants that require continuous and autonomous monitoring

[7].

The primary objective of this research is to develop an optimized fault detection system that enhances the
reliability of feedwater pumps in steam power plants. Specifically, this study aims:

RQ1: To investigate the effectiveness of 1D CNNs in analyzing sensor data from power plant equipment.
RQ2: To optimize model parameters using GOA to improve detection efficiency.

RQ3: To deploy the optimized model on ESP32 using TensorFlow Lite to assess its re-al-time performance.
RQ4: To evaluate the model’s accuracy, latency, and computational efficiency in a TinyML environment.

Unlike prior studies which often focus on cloud-based fault detection models or rely heavily on
computationally expensive solutions unsuitable for embedded deployment, this research distinguishes itself by
targeting resource-constrained TinyML platforms. Specifically, it demonstrates the real-time deployment of an
optimized 1D CNN-GOA model on an ESP32 microcontroller — a rarely explored combination in industrial
predictive maintenance, especially for feedwater pumps. While the monitoring of feedwater pumps might initially
appear as a relatively simple application, it presents significant technical challenges when constrained by the limited
memory, computational power, and real-time requirements of microcontroller-based systems. Thus, the hybrid 1D
CNN-GOA approach proposed in this paper represents a critical innovation, offering a scalable, lightweight, and
highly accurate solution for predictive maintenance. This novel integration not only addresses a crucial gap in the
literature but also opens pathways for real-world deployment of intelligent fault detection systems within the
Industrial Internet of Things (I1oT) and edge Al frameworks.

II. RELATED WORKS

Predictive maintenance has steadily become the keystone of industry operations, ensuring the dependability
and productivity of critical machinery. Facial recognition is one of the various deep learning techniques that were
successfully used for predictive maintenance in which Convolutional Neural Networks (CNNs) are uniquely
successful in fault detection and diagnosis. Still, the appropriate CNN architecture needs to be chosen because
variations of the CNN’s 1D, 2D and 3D CNNs deliver varying degrees of accuracy, efficiency and computational
complexity [8]. It also opens up new possibilities for improving performance while also satisfying the requirement
of deployment feasibility in resource constrained environment such as embedded systems through the
optimization of these networks with nature inspired algorithms, for example the Grasshopper Optimization
Algorithm (GOA).

2.1 Comparison of 1D, 2D, and 3D CNNs for Fault Detection in Industrial Applications

The CNN architectures are dependent on the input data structure and mechanism of feature extraction. 2D
and 3D CNNs are applied to image and volumetric data analysis while 1D CNNs are used for sequential data, e.g.,
sensor readings. Selection of the fault detection model that is the most efficient is more dependent on this
understanding.
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2.1.1 1D CNN:s for Time-Series Data Processing

In recent years, 1D CNNs have been proven to be an extremely powerful technique used for analyzing time
series sensor data in industrial applications. Unlike traditional machine learning techniques that depend on large
quantities of feature engineering, 1D CNNs can automatically learn spatial and temporal dependencies in
sequential data. In particular, 1D CNNs were shown to be very effective in rotating machinery fault detection in
Junior et al. [4] that demonstrated great accuracy and little preprocessing required compared to traditional
statistical approaches. However, their study demonstrated that 1D CNNs were capable of distinguishing subtle
differences in vibration signals in order to discover early faults on the motors and pumps [4]. In addition, Fukuoka
et al. [9] also compared the performance of 1D CNN with Long Short-Term Memory (LSTM) network in
predictive maintenance of wind turbines. They found that 1D CNNs are computationally more efficient for real
time monitoring on embedded systems and provide faster inference time than LSTM networks, but they are not
good at capturing long term dependencies [9]. Due to the fact that machinery in steam power plants tend to employ
continuous sensor data for predictive maintenance, solving the problem with 1D CNNs is the optimal way to
extract useful features directly on time series without converting to other forms.

2.1.2 2D CNN:s for Fault Detection

2D CNN:s, on the other hand, are generally built for image processing but can be applied to time series by
transformation, for instance through spectrogram conversion. In the study of Nayak et al. [10] the electrical fault
detection in industrial grids were studied using 2D CNNs on dataset represented in heatmaps. 2D CNNs were able
to achieve high classification accuracy in their research; however, the inclusion of such 2D CNNs introduced
additional computational complexity and were memory intensive [10]. 2D CNNs are less efficient for direct sensor
based predictive maintenance because of their reliance on image transformations. In a similar manner, the Xu et
al. [11] tries to achieve efficient 2D CNNs by applying lightweight architecture, however they still consumed
considerably more computational resources than the 1D CNNs [11]. Therefore, for the real time deployment on
the embedded environments, the 1D CNNs became the preferred choice, since it is able to realize high accuracy
under the intermediate data transformations but avoids the data transformations.

2.1.3. 3D CNNs for Volumetric Data

3D CNNs s are capable of generalizing the convolutional operation to 3 dimensions and hence they provide a
way to process volumetric data like medical imaging and video streams. As demonstrated by the study of Roy et
al. [39], 3D CNNs for hyperspectral image classification offer better feature extraction powers than 2D models.
In contrast, 3D CNNs are also shown by their study to have large computational burden whereby, as the model
gets more complex, inference times become longer, and memory consumption is increased [39]. The accuracy of
3D CNNss is improved by spatial richness of data; however, whose deployment in industrial fault detection can be
practically impossible, without volumetric sensor data. Again, the hardware constraints of embedded systems such
as ESP32 do not allow real-time 3D CNN implementation. Based on these factors, 1D CNNs are going to be the
best suited method for fault detection in feed water pump given that sequential sensor data will be the major input.

2.2 Optimization of CNNs Using the Grasshopper Optimization Algorithm (GOA)

With resource limited environment, deep learning models’ efficiency and accuracy are highly dependent on
optimization. Inspired by nature, the Grasshopper Optimization Algorithm (GOA) has become a widely popular
metaheuristic algorithm which can be used for fine tuning neural network hyperparameters and reduce
computational overhead. Whereas Genetic Algorithms (GA) and Particle Swarm Optimization (PSO) need to
balance the exploration versus exploitation in practicing optimization, GOA can do it better, and thus better suit
deep learning applications.

2.2.1 GOA in Machine Learning and CNN Optimization:

Saremi et al. [37] introduced GOA as a bio-inspired optimization algorithm inspired from grasshopper
swarming behavior. It has been widely applied ever since in engineering and artificial intelligence fields, including
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neural network weight optimization [37]. The works of Rahmati et al [13] compare GOA with PSO to optimize
neural networks for embedded operation which show that GOA provided faster convergence and lower
computational cost while assuring high accuracy. To date, the most recent study by Nabavi et al. [14] used GOA
to develop CNN architectures for medical image classification. When they fine tune filter size, learning rate, and
dropout rate in their research, they found that GOA significantly reduced model training time with little impact to
the classification accuracy as well [14]. With these advantages, the integration of GOA with 1D CNNs for
predictive maintenance in industrial applications will be a good choice.

2.2.2 GOA for TinyML and Embedded Systems

For this, CNN models on embedded devices like ESP32 involve one of the prime challenges, which is
between model intricacy and computational efficiency. It has been shown that GOA can be harnessed to improve
neural networks for deployment on TinyML platforms. Alzubaidi et al. [15] used the GOA to prune the deep
learning models and show that the algorithm could truncate the number of parameters without sacrificing accuracy
much. This suggests that it is possible to use GOA to fine-tune 1D CNN architectures in order to perform real
time fault detection on micro controllers without excessive memory consumption [15].

2.3 Previous Studies on 1D CNNs in Industrial Applications

Many industrial settings have successfully deployed 1D CNNs, from predicting maintenance of
manufacturing plants to condition monitoring of power stations. That being said, Zhu et al. [16] conducted a study
in which they used 1D CNNs to detect faults in hydraulic systems with 99.43% fault classification accuracy.
Based on the research, the outcomes demonstrated that 1D CNNs could differentiate among different failure
modes from sensor readings, especially in the feedwater pump monitoring [16]. Similarly, research by Kiranyaz
et al. [38] employed 1D CNNs to perform immediate vibration analysis in rotating machinery. The detection
accuracy and the response time achieved by their CNN model were better than that from conventional signal
processing techniques [38]. These findings aid in proving the applicability of the present study in using 1D CNNs
to vibration monitoring since the process is comparable to feedwater pump diagnostics.

2.4 Gaps in Existing Literature and the Need for a Hybrid Approach

Although research on CNN architectures and optimization techniques has been extensively explored, a big
gap between such studies and application of 1D CNNs with GOA for predictive maintenance in industrial settings
remains. While individual studies show the efficacy of these methodologies on their own, their joint potential has
not been explored. In addition, although past research has demonstrated how TinyML benefits from embedded
deployments, there has been limited study on the optimization of deployment specific CNN models for ESP32
based fault detection [16]. Building upon these gaps, this study develops a hybrid 1D CNN with GOA approach
that trades off accuracy while maintaining fair computational efficiency and deployment feasibility [5]. This
research attempts to combine the best features extraction of 1D CNN and optimization of GOA to create a highly
accurate fault detection system for feedwater pumps in steam power plants.

Overall, the findings will be useful in continuing the effort to develop intelligent maintenance systems, while
illustrating how light-weight AI models can be fielded in resource constrained industrial environments. Finally,
while CNNs have become the predominate choice for predictive maintenance, the architecture plays a large role in
its efficiency and applicability, and 1D CNNs are the optimal choice for processing time series sensor data with
GOA integration delivering a novel way of raising predictive accuracy with the same level of computation
overhead. Unlike real world and time critical applications, neither of the previous studies incorporate fault detection
techniques and hence this study addresses a critical research gap that no prior studies made them combine with
these techniques.

III. METHODOLOGY
3.1 Overview of Research Steps and Flowchart

The structure of the methodology follows a set of steps, as seen in the flowchart, in order to facilitate data
processing, model training, and real time deployment of the model. First, data is collected from feedwater pumps
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based on readings from some of its sensor parameters (pressure, temperature, flow, running hours, and alert
signals). The input of the fault detection model are these readings. Preprocessing of the collected data consists of
data normalization and label encoding in order to standardize the dataset and ready it for training. Then the
preprocessed data is entered into a 1D CNN model trained using the Grasshopper Optimization Algorithm (GOA)
[18]. After training is done, the model is run through validation and evaluation so that one can see how accurate
and generalized its prediction is. Then, the optimized model is converted into TensorFlow Lite (TFLite) format in
order to be deployed on an ESP32 microcontroller [40]. The last deployment phase is when the model is loaded
on hardware, real time fault detection via USB.
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Figure 1. process steps
3.2 1D-CNN Architecture Optimized using GOA

The one-dimensional Convolutional Neural Network (1D CNN) architecture developed for this study is
designed to effectively process sequential sensor data from feedwater pumps. Unlike traditional machine learning
models that require extensive manual feature engineering, 1D CNNs automatically learn localized patterns and
dependencies within the time-series data. The convolutional layers apply filters across time steps to capture
temporal relationships, enabling the model to detect anomalies arising from subtle variations in pressure,
temperature, or flow rates without the need for handcrafted statistical features. This automatic feature extraction
capability is critical in industrial monitoring where sensor signals are nonstationary and complex.

The base model architecture consists of an input layer (shape: 1 x 5 features), a 1D convolutional layer with
64 filters (kernel size 1 x 1) and ReLU activation, a max pooling layer to reduce feature dimensions, followed by
a flattening operation. This is connected to a dense layer with 64 units and ReLU activation, culminating in a
SoftMax output layer that classifies pump operational conditions into four categories: normal, abnormal, annual
maintenance, and early maintenance. This lightweight yet effective architecture ensures minimal preprocessing
and low computational complexity, aligning with the requirements of TinyML deployment.
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Figure 2: Optimization of 1D CNN Architecture Using Grasshopper Optimization Algorithm (GOA) for

Fault Detection in Feedwater Pumps
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3.2.1. Grasshopper Optimization Algorithm (GOA) for Hyperparameter Tuning

To optimize the performance of the 1D CNN while maintaining computational efficiency, the Grasshopper
Optimization Algorithm (GOA) was employed for automatic hyperparameter tuning. GOA is a population-based
metaheuristic inspired by the swarming behavior of grasshoppers in nature. The strength of GOA lies in its
balanced exploration and exploitation of the search space, enabling it to effectively locate optimal hyperparameter
configurations even under sparse and highly non-convex settings typical of neural network landscapes.

In GOA, each grasshopper represents a candidate solution (set of hyperparameters), and its position update
in the search space is governed by the following equation [37]:

X =S85+G+A a
where:
Xi is the position vector of the grasshopper.
Si is the social interaction component, modeling attraction and repulsion forces between grasshoppers.
G is the gravitational pull toward the center of the search space.

A is the advection component, modeling the bias toward the best-known solution (exploitation).

In this study, GOA optimizes key hyperparameters such as:
Number of convolutional filters
Kernel size
Learning rate
Dropout rate

By dynamically adjusting hyperparameters, GOA seeks a global optimum that balances high accuracy with
low computational overhead, critical for real-time deployment on ESP32 microcontrollers. Compared to
traditional grid search or random search techniques, GOA offers faster convergence and better search efficiency,
enabling the creation of a highly robust, lightweight, and precise fault detection model suitable for industrial edge
Al applications.

3.3 Data Processing and Model Training on Cloud

It has been processed using Python based machine learning frameworks on Google Colab for the dataset
obtained from the feedwater pumps. Google Colab offers cloud-based environment with GPU support to train
deep learning models in a more efficient way. In the data preprocessing step, sensor readings are scaled to a same
range to be able to contribute equally in model training [19]. Categorization of the dataset into four classes of
normal operation, abnormal operation, annual maintenance and early maintenance is done through label encoding.
The model encodes this way, as it is able to discriminate different pump conditions effectively. This is
implemented using TensorFlow and Keras to give the 1D CNN model.

The architecture of the model is made up of several convolutional layers that extract features from time series
sensor data and pooling layers that reduce the dimension but keep useful information, followed by fully connected
layers to classify the operational status of the pump. A SoftMax activation function in the output layer is used to
give probabilities for each class output, and a ReLU activation function is used to introduce non-linearity [20]. In
order to fine tune the parameters of the model such as kernel size, learning rate and dropout rate, the Grasshopper
Optimization Algorithm (GOA) is used [21]. Mimicking the behavior of grasshopper swarming, GOA iteratively
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adjusts these parameters so that an optimal configuration exists that maximizes model accuracy at a minimal
computational complexity.

34 Model Conversion to TensorFlow Lite and Deployment on ESP32

After training and validating the model, it is converted into TensorFlow Lite (TFLite) format and run in
ESP32 microcontroller. The TFLite conversion process consists of several optimization techniques, such as,
quantization, pruning, model compression. Model weights precision in 32-bit floating point is reduced to 8-bit
integer for a significant lower memory usage with a similar inference accuracy [22]. Pruning shortens the neural
network to reduce the computational cost, and as a simple model compression, it reduces the size of the model
file to be compatible with ESP32 [22]. Finally, the converted model is compiled into a character array compatible
with C, and used to upload it onto ESP32 microcontroller [22]. The sensor data using the embedded 1D CNN-
GOA model is processed in real time, and the pump is classified as the condition given by the ESP32. In an
industrial setting, real time fault detection is achieved through USB or wireless communication, in which the
classification results are output.

3.5 Evaluation Metrics for Model Performance

The model is used to evaluate the proposed fault detection system using multiple performance metrics to
guarantee reliability of the proposed system. The accuracy of the model’s prediction is given in terms of accuracy,
while recall is in terms of how the model identifies all instances of a specific class correctly. The precision
measures how many of the predicted positive cases are actual positive cases, while the F1 score is a balance of
precision and recall, but quantifies how many of them. In order to understand the consistency in the model’s
predictions, interclass reliability is checked using Cohen’s Kappa score. Model learning progress is traced via loss
curves computation for the purpose of minimizing the training and validation loss [23]. In this case, ROC curve
and AUC curve give you how the model separates between the classes: how it had for the high sensitivity and
high specificity. Finally, misclassifications are analyzed by confusion matrices and the areas where we can
improve are identified.

3.6 Critical Analysis of Methodology

Overall, an effective methodology for designing an efficient fault detection system for feedwater pumps has
been described. By integrating 1D CNN with GOA, the accuracy can be high, but it stays computationally feasible.
Nevertheless, several challenges need to be worked out. The quality of the dataset is important for the performance
of the model and even a single missing data or representing wrong data will affect the reliability of the model
[15]. However, TFLite conversion helps pave the path for embedded deployment at the cost of minor precision
loss. Future research can look into reinforcement learning techniques for making the model more adaptable and
more incremental learning for updating the model with new fault patterns over time. This methodology can be
used as a robust fault detection methodology based on deep learning and optimization techniques. Through the
optimized model deployment on ESP32 microcontroller, the system is capable of real-time monitoring of
feedwater pumps in steam power plants minimizing downtime and improving the efficiency of those units.

IV. RESULTS AND DISCUSSION

Performance metrics of multiple fault detection effectiveness which include classification accuracy, recall,
precision, F1-score, Cohen’s Kappa, loss curves, ROC curves, AUC curves, and confusion matrices were used to
evaluate the effectiveness of the proposed hybrid 1D CNN-GOA approach for fault detection in feedwater pumps.
In addition, the model trained was tested with respect to inference time, latency, model size, and accuracy in real
time deployment of the model on an ESP32 microcontroller. The results are presented critically with the strengths
and potential limitations of each component of the approach highlighted.

4.1 Classification Performance and Accuracy Analysis

A detailed classification report of the performance of the model on basis of four different classes; normal,
abnormal, annual maintenance and early maintenance is provided. The values of the precision, recall, and F1-
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score for each category parameters reveal robustness of the model to distinguish in between various pump
conditions. Finally, the model achieved 99.5% accuracy of overall accuracies in fault detection. The model
achieves high precision values indicating a low rate of false positive, thus minimizing the probability of false fault
detections [24]. Indeed, the recalls for abnormal conditions and maintenance states confirm that the model is able
to fail reliably and so becomes a valuable tool for predictive maintenance strategies.

The F1 score is consistently high throughout all categories, which indicates that the model correctly classifies
the different operational states with high reliability. Additionally, the macro and weighted averages reinforce the
robustness of the classification model by assigning equal importance of all classes in the construction of final
predictions [25]. The above results justify that 1D CNN-GOA is a promising method for predicting matches, as
traditional machine learning approaches typically struggle with over high recall due to overlapping feature
distributions. This highlights the model's robustness and stability, demonstrating its consistent performance and
reliability across diverse conditions.

Table 1: Classification Report

Precision | Recall | Fl-score | Support
Normal 1.00 1.00 1.00 91
Abnormal 0.98 1.00 0.99 111
Annual Maintenance 1.00 0.98 0.99 91
Early Maintenance 1.00 1.00 1.00 107
Accuracy 0.995 400
Macro avg 1.00 0.99 0.99 400
Weighted avg 1.00 0.99 0.99 400
4.2 Confusion Matrix and Error Analysis

The model’s classification effectiveness can be shown further by the confusion matrix: the correct and
misclassified instances. It is seen from the matrix that less than few of annual maintenance have been misclassified
as abnormal operations [26]. Indeed, this minor misclassification may be attributed to overlapping patterns in
sensor readings for the maintenance required and abnormal conditions. This confirms the high true positive rates
in classifying all the classes, particularly in distinguishing normal and faulty operations [27]. Such a result is
important because false negatives in fault detection models can produce disastrous consequences to industrial
system operations. That the model minimizes false negatives means that all possible problems are detected timely,
and the interventions are timely as well so that the feed water pumps should not suffer any downtime at the cost.
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4.3 Receiver Operating Characteristic (ROC) and Area Under Curve (AUC) Analysis

The ROC curves and corresponding AUCs are a more detailed measure of the discriminative power of the
model. AUCs of 1.00 on all classes demonstrate perfect classifying ability. This implies the model achieving a
true positive rate of 100% while the false positive rate is 0%, which separates positive cases from negative cases.
Further supporting the model’s ability to distinguish operational states correctly, the steep rise of the ROC curve
and saturation at the upper boundary more solidly conveys the model’s ability to correctly discriminate between
operational states [28]. This finding is confirmed by the zoomed-in AUC curve, showing that model classification
confidence does not vary significantly when the equipment is faulty.

A comparison of the results with recent work in fault detection, in particular, with the latest studies performed
on deep learning models (CNN based architectures) proves that deep learning outperforms traditional machine
learning techniques such as Support Vector Machines (SVMs) and Random Forests. Although these results are
encouraging, there is an issue that these results are perhaps biased in the dataset [29]. This may suggest that the
dataset has not enough variations to unseen failure scenarios. In order to have model propagation in unexpected
operational environments, future work should involve more realistic and realistic fault conditions and real world
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4.4 Loss Curve and Model Convergence Analysis

The loss curve gives information about how the model is training. This is because the training and validation
loss rapidly decreases in the first few epochs, implying that the model quickly learns the feature relevant to the
input data. This lack of bit flips in the loss values shows that the learning is smooth and stable. Compared to
conventional deep learning models, which are commonly overfitted, using GOA for hyperparameter optimization
allows the model’s complexity to be controlled to avoid excessive memorization of training data [30,41]. One of
the most important observations from the loss curve is that there is no large gap between the training and validation
loss, which means that the model doesn’t overfit, and keeps its performance consistent on unseen data. Real time
industrial application demands generalization to new sensor readings, which makes this particularly advantageous.
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Figure 6: Loss Curve
4.5 Accuracy Curve and Stability in Model Training

The classification report and loss curve findings are verified by the accuracy curve, which indicates a fast
improvement of model accuracy in the first training phase. With the training and validation accuracy curve so
closely aligned, it can still be confirmed that the model has good regularization as it will not suffer from excessive
variance [31]. Validation accuracy stability, almost perfect, shows that the model is still robust enough not to
degrade its performance when deployed in real time. In terms of these results, compared to previous works such
as the ones that present CNN based models, the contribution proves that these models outperform common ones
regarding the use of time series industrial data [32]. Previous work has shown that shallow architecture or standard
machine learning algorithms are not well able to capture temporal dependencies in fault detection problems [32].
The contribution of spatial features extracted from 1D CNN on time series sensor readings plays a crucial role in
the superior performance of this study.
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4.6 Model Efficiency and Deployment on ESP32

When it comes to deploying deep learning models on embedded systems, it is vital to find a balance between
model complexity, inference speed, and power efficiency. Accuracy, latency, file size tradeoffs are highlighted
while comparing the accuracy, latency, and file size of the TensorFlow (TF), TensorFlow Lite (TFL), and ESP32
implementations for real time deployment [33]. It is still accurate on all platforms with a slight decrease to 97%
ESP32 caused by the quantization. Further, latency analysis demonstrates that inference time can be dramatically
reduced when the models are deployed in lightweight TFL format, reaching inference time of 0.775 ms versus
76.5 ms, in TensorFlow. With a low latency of around 9 ms, the ESP32 is very suitable to use for real-time fault
monitoring applications in industrial environments.

Table 2: Accuracy and latency in TF, TFL and ESP32

TF TFL ESP32
Accuracy % 99.5% 99% 97%
Latency (ms) ~76.5 ms ~0.775 ms ~9ms
File size 150.63 KB 1591 KB 27.35KB
Inference per second 13 1290 111

The TinyML model compression successfully reduced the file size from 150.63 KB in TensorFlow to 15.91
KB in TFL, which attests to how TinyML also decreases model size. Further, the ESP32 model size of 27.35 KB
remains compact enough to support the feasibility of deployment of an Al driven fault detection system in resource
constrained environments. Comparing the rate of inferring per second, the ESP32 (111 inf/sec.) is only less than
TFL (1290 inf/sec.) but still more than sufficient in terms of real time predictive maintenance in power plants.
These results are consistent with recent innovations in TinyML research being able to deploy real time Al
inference on microcontrollers [34]. With this, we can deploy a high accuracy fault detection model on ESP32
while consuming low computational overhead, which is a huge step towards autonomous industrial monitoring
system.

4.7 Stabilizing and robustness of the model

Optimized using the Grasshopper Optimization Algorithm (GOA), the proposed 1D-CNN model proved to
be very robust and consistent over different deployment environments such as TensorFlow (TF), TensorFlow Lite
(TFL) and ESP32 microcontroller. Finally, despite a tremendous decrease in computational resources, the model
achieved high classification accuracy across all platforms (TF with 99.5%, TFL with 99%, ESP32 with 97%). The
model is so consistent in performance across increasingly constrained environments, which strongly suggests that
it is still capable of generalizing and degrading by no more than a negligible amount, therefore suggesting that it
is suitable for real-time industrial deployment.

Furthermore, the model’s stability is reflected in the class-wise performance metrics. The model reached a
precision and recall value of close to 1.00 for all four fault categories (Normal, Abnormal, Annual Maintenance,
Early Maintenance), as evidenced by the averaged macro and weighted F1 scores close to 0.99. By having such
uniformity across classes, the model shows that it can reliably detect and classify anomalies without bias or
instability. Additionally, the ROC analysis yielded perfect AUC scores (1.00) in all cases, demonstrating that the
model possessed excellent discriminatory power that was assured to drop absolutely no false positive rate under
different operating conditions.

The model’s learning stability was also shown by training dynamics. Training and validation accuracy curves
moved in parallel and converged near perfect accuracy by then, whilst there was rapid convergence with only very
minimal fluctuation across the epochs on the loss curve. If the model was optimized and generalized well to unseen
data, absence of overfitting and performance oscillation means that the model was well optimized.' These results
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together indicate that the proposed 1D-CNN-GOA model is a stable, robust, and high performing scheme for fault
detection in industrial systems under real-time constraints.

4.8 Comparative Analysis with Existing Studies

The proposed hybrid 1D Convolutional Neural Network optimized using the Grasshopper Optimization
Algorithm (1D CNN-GOA) demonstrated exceptional performance in fault detection for feedwater pumps,
achieving a classification accuracy of 99% on TensorFlow Lite and 97% on ESP32 microcontrollers, with an
inference latency of just 9 milliseconds. To contextualize these results, it is imperative to compare them with
existing studies in the domain of pump fault diagnosis.

In a study by Geng et al. [42], a multi-scale 1D Convolutional Neural Network (MS—1D-CNN) was
employed for diagnosing faults in centrifugal pumps. The model achieved an average fault diagnosis accuracy of
89% under single operating conditions, 91% under dual conditions, and 93% under triple operating conditions.
While the MS—1D—CNN showcased robustness across varying operational scenarios, its accuracy under single
conditions was notably lower than the 99% achieved by our 1D CNN-GOA model. Another pertinent study by
Yu et al. [43] utilized a 1D-CNN model for fault diagnosis in rolling bearings, achieving an accuracy exceeding
98.9% under varying signal-to-noise ratios. Although this performance is commendable, it pertains to rolling
bearings rather than feedwater pumps, and the study did not address deployment on resource-constrained devices
like the ESP32.

In the realm of lightweight models suitable for edge deployment, Ney and Wehn [44] introduced an
Enhanced Convolutional Neural Network (ECNN) tailored for industrial pump monitoring using vibration data.
Their model emphasized low complexity and adaptability, achieving significant improvements over traditional
statistical approaches. However, the proposed method attained an accuracy rate of 86.4%. Furthermore, a study
by Claudia and Silva [45] proposed a fault diagnosis system based on a CNN for water injection centrifugal
pumps, achieving an accuracy of about the proposed method attained an accuracy of 93.7% demon-starting a
significant improvement over conventional approaches that yielded 84.6%.

Comparatively, our 1D CNN-GOA model not only achieves higher accuracy but also ensures real-time fault
detection capabilities on low-power devices, a combination that is scarcely addressed in existing literature. The
integration of the Grasshopper Optimization Algorithm for hyperparameter tuning contributes to the model's
superior performance, highlighting the efficacy of combining optimization algorithms with deep learning
architectures for industrial applications. Overall, while several studies have made significant strides in pump fault
diagnosis using various machine learning and deep learning techniques, our study distinguishes itself by delivering
high accuracy, low latency, and successful deployment on resource-constrained hardware. This positions the 1D
CNN-GOA model as a viable solution for real-time predictive maintenance in industrial settings, particularly in
steam power plants.

4.8.1 TinyML anomaly detection comparison

To further position the contribution of the proposed hybrid 1D CNN-GOA model within the landscape of
existing TinyML-based anomaly detection solutions, a detailed comparative table is provided. Table 3 summarizes
recent research efforts where TinyML frameworks have been applied for industrial anomaly detection tasks. It
presents key attributes including the type of machine learning algorithm employed, the dataset source, the target
deployment device, the framework used for model optimization, and performance metrics such as classification
accuracy, power consumption, inference latency, and memory footprint.
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Table 3: Summary of the applications of TinyML in anomaly detection

Main idea Data type MCU ALGURITHEM | Accuracy | Latency | Reference
Rolling El t
° ];I;irineg’:en Vibration Raspberry Pi | light-weight CNN | 98% ~1s [46]
Bearings fault o
diagnosis Vibration Kendryte K210 2D CNN ~ 82% 7.9 ms [47]
Oil leak detection Photo-realistic
system for wind Images STM32H743Z12 BBS-ESN 81% 12 ms [48]
turbines g
Fault detection in Lightweight
helicopter . PYNQ-Z2 Convolutional
brat 1 859 59 49
vibration data vibration signas FPGA Autoencoder & ms [49]
(Airbus) (CAE)
alj;ucliti;eltlz(:il:?n Infrared deep conventional
g . Thermographic Raspberry Pi 4 neural networks 95.5% N/A [50]
photovoltaic Imases (DCNNs)
modules g
Lightweight 1D Esp32
CNN for Fault Vibration Signals Ras lfe ’ Pi 1D CNN 90% 700 ms [51]
Diagnosis poerty
pressure,
1D CNN | temperature, flow, ~0.775
Esp32 1D -GOA ° t
Enhanced by GOA | running hours, and sp3 CNN-GO 7% ms Our study
alert

Accuracy vs. Latency Trade-Off: The Raspberry-Pi-based lightweight CNN for rolling-bearing
monitoring [46] demonstrates that unconstrained microprocessors can yield near-perfect accuracy (98 percent)
but at a one-second inference delay—far too slow for closed-loop protection scenarios. By contrast, the Kendryte
K210’s 2-D CNN achieves a remarkable 7.9 ms turnaround, yet its accuracy slips to approximately 82 percent
[47]. This stark inverse correlation illustrates how pushing latency below the tens-of-milliseconds threshold often
necessitates model simplifications (e.g., smaller filter banks or fewer convolutional layers) that substantially erode
classification fidelity.

Modality and Model Complexity: When confronted with high-dimensional visual inputs, the STM32H7-
43712’s block-based ESN processes photorealistic oil-leak images in just 12 ms but delivers only 81 percent
accuracy [48]. The reduced performance likely stems from both the ESN’s limited reservoir size—constraining
feature richness—and the quantization effects endemic to 8-bit microcontroller inference. In contrast, an FPGA-
accelerated convolutional autoencoder on the PYNQ-Z2 board balances speed (5.9 ms) and a modest accuracy
uplift (85 percent) [49], but the need for a sizable FPGA fabric and external memory interfaces complicates
deployment and drives up bill-of-materials costs relative to pure microcontroller solutions.

General-Purpose SBC vs. Hybrid Microcontroller: Deep convolutional networks on a Raspberry Pi 4
achieve a competitive 95.5 percent accuracy on infrared thermographic panels [50], yet the absent latency data
leaves open whether a general-purpose Linux SBC can meet strict real-time guarantees without OS jitter. Finally,
the hybrid 1-D CNN running both on an ESP32 and Raspberry Pi [51] occupies the middle ground 90 percent
accuracy with 700 ms latency—showing that time-series—focused architectures can run on ultra-low-power
MCUs. Although not yet sub-100 ms, this approach underscores the potential for further compression (e.g., via
pruning or GOA-driven hyper-parameter tuning) to push inference times down into the real-time envelope.

383



J. Electrical Systems 21-1 (2025): 371-388

Holistic Design Implications: No single platform excels along both axes. Applications demanding sub-10
ms cycle times must choose lightweight 2-D CNNs on dedicated NPUs (K210) or lean FPGA accelerators,
accepting 10-20 percent accuracy degradation in exchange for deterministic responsiveness. Conversely, where
accuracy trumps latency such as scheduled health checks or operator-in-the-loop alerts the Raspberry Pi DCNN
or ESP32 1-D CNN hybrids remain viable, provided their hundred-millisecond latencies do not compromise
safety. Ultimately, designers must co-optimize model depth, quantization scheme, and hardware platform
potentially leveraging hybrid edge-cloud architectures or federated on-device retraining to align with the precise
accuracy, latency, and cost contours of their industrial use cases.

In sum, Table 3 illustrates that for ultra-low latency demands (< 10 ms), designers must turn to Kendryte
K210 or FPGA solutions, whereas applications that can tolerate higher delays may benefit from the superior
accuracy afforded by Raspberry Pi—based or hybrid 1-D CNN implementations. The choice of platform and model
must therefore align closely with each application’s precise accuracy and cycle-time requirements.

4.9. Summary and Implications

It can be concluded that the hybrid 1D CNN-GOA method is extremely effective for feedwater pump fault
detection as the results have, as expected, very strong validity. The model is conducted in a high classification
accuracy, strong generalization, efficient real time deployment on the embedded system. To improve model
robustness, CNN is utilized for feature extraction and GOA is used for optimization, which makes it well suited
for industrial predictive maintenance applications [35,36]. Some limitations have to be worked out, however,
because the results are promising. The high classification accuracy implies likely set based biases and therefore
calls for higher dataset diversity for a more adaptable set behavior to unseen failure conditions. In addition, there
are hardware optimization techniques such as quantization aware training that can further reduce the accuracy loss
in ESP32 deployment [33]. The potential of future work includes employing incremental learning techniques to
enable the model to learn incrementally under continuous changing machine conditions. The work presented here
provides the novelty for the intelligent fault detection in industrial power plants assuming utilizing deep learning
and optimization techniques for raising predictive maintenance techniques and minimizing the risks in their
operational activities in steam power plants.

V. DISCUSSION

The results show that hybrid 1D CNN-GOA exhibit great improvement in terms of performance over
traditional machine learning techniques relying on manually crafted features and threshold-based fault detection.
The model automates the feature extraction from time series sensor data with the use of 1D CNNs that enable the
model to find intricate pattern and subtler anomalies than the conventional models can. More to that, adding GOA
into hyperparameter tuning process further improves the model, leading to the integrated model with high
classification accuracy but at the same time high efficiency, optimizing the model structure. The bio-inspired
optimization combined with deep learning produces a highly accurate, lightweight, and computationally efficient
fault detection system capable of working in resource constrained industrial environments. One major contribution
of this work is proving TinyML based model deployment on an ESP32 microcontroller with the capability of real
time inference having a very low memory and power consumption. The ESP32 implementation has implemented
an accuracy of 97% while the inference is completed within approximately 9 milliseconds, making it suitable for
real-world predictive maintenance scenario.

Comparison of TensorFlow, TensorFlow Lite and ESP32 versions illustrates tradeoffs between model
complexity and deployment feasibility, which is of high utility for understanding the real boundaries of edge Al
based fault detection systems. However, there are still some challenges to overcome. Future verification and
validation would be indicated by the near perfect classification performance, indicating that the model may have
been trained on a highly representative dataset, which the model would struggle to classify against in unexpected
failure conditions or real-world operational variations. Future research should make the results more robust and
adaptable, using significantly larger, much more diverse datasets incorporating real-time sensor readings from
many industrial sites. Moreover, the quantization of the model for ESP32 deployment led to a slight reduction of

384



J. Electrical Systems 21-1 (2025): 371-388

the model accuracy (down from 99% to 97%), illustrating model compression vs. classification precision
tradeoffs. This problem could potentially be mitigated in future-by-future optimizations like quantization aware
training (QAT) or hardware acceleration techniques to achieve a much better real time inference performance. In
the next steps, this research provides for the development of the Al driven predictive maintenance frameworks for
industrial power plants. Future studies can try to integrate federated learning to allow distributed model training
on multiple sites for continuous learning and adaptation. Further, the fault detection strategies could incorporate
reinforcement learning based such that the model can learn on the fly from evolving machine conditions and make
the model more adaptive to unstructured industrial environments. The hybrid 1D CNN-GOA model proposed in
this article is finally concluded to have the potential that could substantially enhance real time fault detection for
feedwater pumps. Deep learning accuracy, optimization efficiency, and embedded system feasibility are combined
into a highly scalable, deployable, and impactful future of intelligent predictive maintenance for industrial
applications.

VI. CONCLUSIONS

It can be concluded that in this study a novel approach to fault detection in the feedwater pumps of the steam
power plants is presented by combining 1D Convolutional Neural Networks (CNN) and the Grasshopper
Optimization Algorithm (GOA). A simple hybrid model is proposed, which shows an exceptionally high accuracy
97%, low misclassification rate and efficient real time deployment on ESP32 microcontroller. Through an
intensive performance evaluation and tuning reported in this study based on the metrics consisting of classification
accuracy, confusion matrices, ROC and AUC curves, loss convergence, and model efficiency in an embedded
environment, the results confirm the reliability and effectiveness of 1D CNN-GOA model for predictive
maintenance purposes.
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