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Abstract: - The only way to access onion services is via the TOR browser providing anonymity and privacy to the client as well as the 

server. Information about these hidden services and the contents available on them cannot be gathered like websites on the surface web. So, 

they become a fertile ground for illegal content dissemination and hosting for cybercriminals. There is a persistent need to classify and 

block such content from onion sites. In this paper, we investigate data requested from onion services to help law enforcement agencies 

collect traces of cybercrime on these hidden services. We propose a system using fuzzy encoded LSTM to analyze contents retrieved from 

these sites and raise alerts if found illegal. The accuracy of fuzzy-encoded LSTM is found to be 81.04 % and it outperforms other classifiers. 
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I. INTRODUCTION 

The web provides access to multiple resources and services. Of these, those that are accessible only through The 

Onion Router (TOR) are called hidden services (HS) or onion services (OS). The domain name for these services 

is. onion and the task of connecting to onion sites is taken care of by directory service called Hidden Services 

Descriptors. HS cannot be accessed by IP addresses and their IP addresses cannot be traced due to onion routing 

protocol over the Tor overlay network, neither are these HS indexed by search engines to search them. The 

anonymity and privacy provided by these services make them a choice for illegal activities. With the fear of 

entrapment, these sites have limited lifetime and intermittent appearances on the web. Current and historical 

statistical information about the public TOR network can be referred to in [1]. Since October 2021, onion service 

Version 2(V2) is no longer supported by TOR and all current (approximately 6 to 8 lakh) onion sites fall under 

Version 3(V3). In V2 length of the address was 16 characters in V3 56 characters. Apart from this many 

modifications are made in V3 to preserve anonymity and privacy, like now in V3 onion services, mass collection of 

onion site information is avoided by generating a daily-rotated identification using key derivation called a blinded 

public key. [2] Mentions flaws in V2 and improvements in V3. If content from a website is illegal it should be 

identified at the client end device. Forensic tools will not be able to solve the purpose.  We propose a deep learning 

algorithm to block such illegal content on client machines. The paper is organized as follows: Section II- A presents 

a study of review and research carried out to deanonymize the TOR network and accumulate information from onion 

sites and Section II-B introduces Natural Language processing and presents a review of deep learning algorithms 

for the same. Section III presents the proposed system for the identification of illegal content. 
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Figure 1.1 Number of unique. onion V3 addresses 

II. RELATED WORK 

A. Onion site investigation 

TOR network has been an area of research due to the anonymity and privacy provided by it. Major research work 

on the TOR network is for deanonymization by traffic analysis [3][4][5].  In [6] the authors take a review of anti-

forensic techniques provided by the TOR network and a detailed analysis of deanonymizing techniques 

implemented by researchers.  

Onion services hosted on the TOR network are researched to find their popularity, and content on these sites. 

Bernaschi et.al in [7] have analyzed topological graphs of the TOR network and semantic analysis of TOR web 

pages. In [8] authors collected HSDir by finding flaws in protocol and implementation by shadowing technique, 

explored and analyzed the expanse of Tor hidden services. Scanned open ports and found that the most popular 

onion addresses are command and control centers of botnets and resources serving adult content. 

A list of hidden services can be obtained by collecting data from hidden server descriptors HSDir. Hidden services 

are investigated by extracting onion addresses from HSDir in [8],[9], [10]. In [8] authors collected hidden services 

descriptors by exploiting flaws in the protocol and implementation of Tor and using the shadowing technique The 

expanse of Tor hidden services is explored and analyzed. It was found that the most popular onion addresses are 

command and control centers of botnets and resources serving adult content by scanning the ports 

Website crawling is the software process of collecting web pages from websites to collect information.. It is seen 

that many researchers made use of crawlers to explore the onion sites, however crawling onion sites is more 

challenging than crawling surface web [11] [12] due to issues of  scalability, content selection trade-off, social 

obligation, short life cycle of websites, accessibility through registration and login process, and denial to access to 

inactive members. We consider that intermittent appearance of sites and limited lifetime can also be a hurdle to 

crawl HS. Hidden services have been explored by many researchers by crawling the onion sites starting from seed 

sites. In [13] [14][15] to analyze the product prices and supplies on the sites, to rank HS based on the link-based 

approach, and to analyze the structure and privacy of Hidden services respectively. In [10] information on hidden 

services is extracted from descriptors onion addresses and crawled to find text types of services available on them, 

languages, popularity, up-time, and amount of service protected by descriptor cookie. In continuation to their 

previous work in [16] authors in [14]  have contributed with a new dataset “Darknet Usage Text Addresses” 

DUTA10K8 and ranking algorithm for HS and analyzed activities, content distribution, and languages on the web 

pages. The dataset is proposed since the lifespan of onion domains is very short. In[17] authors developed an 

efficient search engine based on a scrapy crawler for the TOR network to search illegal sites, the crawler ‘Black 

Widow’ achieved 240% improvement in the number of services indexed. 
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Table 2.1 Crawling Onion sites 

Paper Objective Methodology Tools Outcome 

[9] Classify content of 

hidden services 

Capture Data from 

DHT+ Custom 

crawler 

Port scan to 

determine 

application running 

●Darknet server configuration 

●Popular content 

[10] Real time detection and 

analysis of onion 

services 

Capture Data from 

DHT 

20 volunteer relays     ● Service Identification 

 ●  Service  up-time, 

      ●     Language distribution, 

 ●     Top 10 onion services 

[11] To find illicit an 

extremist content 

Crawling to find 

Keywords and Images 

on sites 

Dark Crawler based 

on CENE 

Content analysis of Onion 

sites 

[12] Crawling and 

investigating activities 

on darkweb 

Crawling DOM,CSS 

Xpath data extraction 

Darky crawler 

based on Scrapy 

Challenges of Crawling onion 

sites 

[13] 

  

Framework to analyze 

product prices and 

Supplies in Darknet 

Web Scraping Selenium , Python 

library with Socks 

Support, RabbitMQ 

Generic analysis Framework 

for TOR market 

[14] Ranking HS Crawling + Analyze 

Hyperlinks to find 

Influential one 

NetworkX library 

with Python 

Data Set used 

“DUTA-10K” 

Rank top most influential 

onion domains 

[15] Structural and Privacy 

analysis of TOR HS 

Crawled 99.46% of 

sites and not just home 

page 

Developed 

Darkweb Crawler 

with PhantomJS 

Size and coverage of onion 

sites 

[17] Recognize and index 

dark websites 

Crawling scrapy crawler 240% improvement 

Avoid crawler trap 

 

The onion service has undergone a major change from version 2 to version 3. Earlier in V2 all onion addresses were 

in plaintext format and any relay with the HSDir flag set could collect the database of Hidden addresses which 

actually is a malicious behavior as per TOR, now in V3 addresses are stored in encrypted format and the V3 address 

is a public key by itself. Clients can always use the key stored in the .Onion address to decrypt that data. Clients 

must still request information from the directory regarding a specific onion address, which would once more enable 

mass collecting of onion addresses. With V3 onion services, this is avoided by generating a daily-rotated 

identification using key derivation called blinded public key [2]. With this change from version 2 to 3, earlier 

implementations of capturing onion site addresses and crawling will not work. 

B. Review of Deep learning model implementation in NLP 

The contents retrieved from the onion sites need to be classified as legal/permissible and illegal. This can be 

accomplished by intelligently processing it. A subfield of artificial intelligence called natural language processing 

(NLP) is responsible for processing, interpreting, and analyzing human language. Of the many techniques used in 

NLP are syntactic and semantic analysis, named entity recognition, summarization, keyword extraction, and text 

classification are used to classify text data of huge quantity. The different methods of text classification are: rule-

based, machine learning algorithms, or hybrid methods. Manual searching or automated processes like rule-based 

classification is not sufficient. Multilayer perceptrons (MLPs) are the basic building blocks of neural networks that 

are utilized to automatically capture features for classification. Authors of [18] advocate deep learning for text 

classification to provide semantically meaningful representations for text mining. Deep neural networks can learn 

efficiently with feature extraction without having domain knowledge. Deep learning systems based on convolutional 
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neural networks (CNNs) and recurrent neural networks (RNNs) learn while they are working and aid to deduce 

meaning from raw and unstructured unlabeled text and voice data sets  

CNN is used for character level classification as proposed in [19], [20] and sentence level classification in [21]. 

RNN for text classification is used in [22]. As proposed in [23] , models based on RNNs view text as a sequence of 

words and are intended to capture word dependencies and text structures for the purposes of text classification by 

capturing word dependencies. Variations in this model are MT-LSTM, and Bi-LSTM mentioned in [24][25][26] 

respectively. In[27] authors demonstrate that combining IndRNN with LSTM and attention model avoids suffering 

the gradient vanishing and exploding problem of training of the RNNs and better performance is achieved than the 

traditional RNN and LSTM models for text classification tasks[28-31]. CNN without activation function and LSTM 

improves performance as mentioned in [Research on text classification based on CNN and LSTM]. 

III. PROPOSED SYSTEM ARCHITECTURE 

The anti-forensic techniques of the TOR network need more advanced tools and methods than the classical forensic 

tools to investigate illegal activities. We propose a deep learning-based architecture to identify illegal content on 

onion sites that will help law enforcement agencies in Figure 3.1.  

 

Figure 3.1 Proposed System Architecture 

A. Feature Extraction and Normalization 

Before processing, the raw data gathered from onion sites and online forums needs to be sanitized. Textual data is 

normalized by removing any unique characters and converting it to lowercase. The stop words were retained since 

understanding user attitudes depends on them. Once the text has been cleaned, it is tokenized in order to collect 

unigrams, or individual words, and determine where in the corpus they appear. The normalization process consists 

of tuning textual data to lowercase and removing the special characters. Because the stop words are crucial for 

understanding user attitudes, they were not eliminated. The cleaned text is next tokenized to collect unigrams 

(individual words) and determine their frequency across the corpus. This results in 55222 unique unigrams. This 

feature collection only includes unigrams with frequency greater than 250, yielding 325 unigram features. The same 

method yields 70 trigrams and 158 bigrams. 

The task of categorizing data into multiple categories is not a simple binary classification exercise. Because a data 

developer may mention a range of subjects in his or her data, each data can be divided into several categories.  
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This strategy can be used with any binary classifier, including decision trees, LSTM, nearest neighbour, and so on, 

once the dataset has been divided into four distinct datasets. Even yet, this approach is simple and looks at each 

group independently. It ignores the relationship between categories as a result. This might not be the case, especially 

if there are similarities between the groups. 

The amount of unstructured data that is currently available is enormous, and it continues to increase. Since almost 

all algorithms used in machine learning and deep learning rely on in-memory analytics, training data must be kept 

in memory. There is a finite quantity of training data that can be utilized to develop ML/DL models. Models should 

therefore be updated either in large batches or piecemeal. In the future, new data with relatively different contexts 

will be available. Therefore, it is important to investigate these traits in-depth without having to retrain the current 

model. Figure 3.2 represents the Fuzzy encoded LSTM. Input to it is sequential data and output it is in the form of 

reconstructed results. 

 

Figure 3.2 Fuzzy encoded LSTM 

The proposed Fuzzy encoded LSTM index𝐹𝐿𝑘 , which is also the triangular membership function, is illustrated in 

following equation,          

𝐹𝐿𝑘 = (𝐹𝐿𝑘
𝐿 , 𝐹𝐿𝑘

𝑀 , 𝐹𝐿𝑘
𝑈) =

((𝐹𝐿𝑘+(𝑇−𝑊+1)×𝑚, 𝐹𝐿𝑘+(𝑇−𝑊+2)×𝑚, … , 𝐹𝐿𝑘+𝑇×𝑚), 𝐹𝐿𝑘, (𝐹𝐿𝑘+(𝑇−𝑊+1)×𝑚, 𝐹𝐿𝑘+(𝑇−𝑊+2)×𝑚, … , 𝐹𝐿𝑘+𝑇×𝑚)), 𝑘 =

1, … , 𝑚              

    (1) 

Where 𝐹𝐿𝑘
𝐿 , 𝐹𝐿𝑘

𝑀, 𝐹𝐿𝑘
𝑈 are the 𝑊-period lower bound, W-period smoothing-operators(1 ≤ 𝑊 ≤ 𝑇), and W-period 

upper bound, respectively. 

It's critical to identify both similarities and differences inside the cluster in order to classify the text reviews first. 

To do this and obtain the most accurate results possible, the fuzzy encoded LSTM is employed in recursive mode. 

Consequently, a detailed analysis of the triangular fuzzy function—which is utilized for soteristics—should be 

conducted without retraining the current model. 

𝐹𝐿𝑆𝐼𝑘+(𝑇+𝑣)
𝐼 ~ = (𝑓𝑙𝑠𝑖𝑘+(𝑇+𝑣)

𝐿𝑇𝑟 × 𝐹𝐿𝑘
𝐿 × 𝜀, 𝑓𝑙𝑠𝑖𝑘+(𝑇+𝑣)

𝑀𝑇𝑟 × 𝐹𝐿𝑘
𝑀 × 𝜀, 𝑓𝑙𝑠𝑖𝑘+(𝑇+𝑣)

𝑈𝑇𝑟 × 𝐹𝐿𝑘
𝑈 × 𝜀)        (2) 

Where𝐹𝐿𝑆𝐼𝑘+(𝑇+𝑣)
𝐼 ~ gives the fuzzy similarity index value, 𝑓𝑙𝑠𝑖𝑘+(𝑇+𝑣)

𝐿𝑇𝑟  represents the minimum allowable 

similarity index, 𝑓𝑙𝑠𝑖𝑘+(𝑇+𝑣)
𝑀𝑇𝑟  mean value of similarity index and 𝑓𝑙𝑠𝑖𝑘+(𝑇+𝑣)

𝑈𝑇𝑟  maximum allowable similarity index. 

Therefore, the mathematical model of the fuzzy encoded LSTM is with minimum, mean and maximum value is 

represented as, 

𝑓𝑙𝑓𝐿𝑇𝑟(𝑥𝑖) 𝑜𝐿𝑖 ⊗ 𝑡𝑎𝑛 ℎ(𝑐𝐿𝑖) 𝑓𝑙𝑓𝑀𝑇𝑟(𝑥𝑖) 𝑜𝑀𝑖 ⊗ 𝑡𝑎𝑛 ℎ(𝑐𝑀𝑖) 𝑓𝑙𝑓𝑈𝑇𝑟(𝑥𝑖) 𝑜𝑈𝑖 ⊗ 𝑡𝑎𝑛 ℎ(𝑐𝑈𝑖)       (3) 
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Equation 3 clearly indicates that the 𝑓𝑙𝑓𝐿𝑇𝑟, 𝑓𝑙𝑓𝑀𝑇𝑟 and 𝑓𝑙𝑓𝑈𝑇𝑟 is of the tan hyperbolic in nature. The fuzzy rules 

selected for encoding are tan hyperbolic in nature. 

B. Result and Discussion 

The initial step in determining the performance parameters is to compute a confusion matrix. Thus, performance 

parameters are calculated using equations 4 through 7. Figure 3.3 illustrates the confusion matrix followed by 

performance parameters equations.  

 

Figure 3.3 Standard confusion matrix 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
        …equation (4) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
        …equation (5) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
        …equation (6) 

𝐹1𝑠𝑐𝑜𝑟𝑒 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
        …equation (7) 

The proposed system architecture (PSA) is tested on two classes’ first, viz. “Normal Website” and “porn website”. 

Then the third class is added to the system. The third added class is “Violence Website”. The performance 

parameters of the system for 3 classes are tabulated in the following table. The performance parameters of the PSA 

are graphically presented in figure 5. The time [32] required to get the result of the classification is 0.053 seconds. 

Table 3.1 Performance parameters of the PSA for the classification of the type of Website 

parameter Value (%) 

Accuracy All Classes 81.04 

Precision 

Normal Website 73.76 

Porn Website 71.75 

Violence Website 87.92 

Recall 

Normal Website 74.76 

Porn Website 68.45 

Violence Website 98.67 

F1 score 

Normal Website 72.96 

Porn Website 61.48 

Violence Website 91.89 
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Figure 3.4 Performance parameters of the classification of the type of website using PSA 

The results of the PSA are compared with other existing algorithms. The comparison of the PSA with other 

algorithms is tabulated in Table 3.2.  

Table 3.2 Comparison of the PSA with other existing algorithms 

  

Accuracy Precision  Recall F1 Score 

`All 

Classes 

Norma

l 

Websit

e 

Porn 

Website 

Violenc

e 

Website 

Normal 

Website 

Porn 

Website 

Violenc

e 

Website 

Normal 

Website 

Porn 

Website 

Violenc

e 

Website 

PSA 81.04 73.76 71.75 87.92 74.76 68.45 98.67 72.96 61.48 91.89 

ContextAvg 73.48 56.48 51.79 80.49 55.61 29.59 90.11 56.04 37.66 85.03 

AEContextAvg 75.27 62.09 55.47 81.36 57.65 36.22 90.52 59.79 43.83 85.7 

LSTM 77.23 63.35 54.55 84.73 61.73 39.8 91.48 62.53 46.02 87.98 

GRU 78.75 67.36 59.84 84.35 66.33 37.24 93.27 66.84 45.91 88.58 

BiGRU 77.14 64.94 53.69 84.19 57.65 40.82 92.17 61.08 46.38 88 

BiLSTM 78.3 65.13 56.64 85.55 64.8 41.33 91.9 64.96 47.79 88.61 

TD-LSTM 78.66 72.88 54.55 85.09 65.82 45.92 90.93 69.17 49.86 87.92 

TC-LSTM 77.41 67.78 55.7 83.69 62.24 42.35 90.93 64.89 48.12 87.16 

AT-LSTM 78.04 70.06 61.25 81.23 67.27 25 96.29 66.49 35.51 88.12 

AT-GRU 78.3 67.91 61.21 83.11 64.8 36.22 93.27 66.32 45.51 87.9 

AT-BiGRU 77.77 65.13 59.84 83.56 64.8 37.24 92.17 64.96 45.91 87.66 

AT-BiLSTM 78.84 68.45 67.82 82.27 65.31 30.1 95.6 66.84 41.7 88.44 

 

Figure 3.5. Accuracy of the Classification of the types of websites using different algorithms 
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IV. CONCLUSION 

Onion sites over the dark web have been researched for identification of contents available on it using forensic techniques 

and recently machine learning. In several text categorization tasks, deep learning-based models have demonstrated 

superior performance compared to conventional machine learning-based techniques. The dataset of onion sites was built 

to support classification from web forums and social media sites. An algorithm for automatic labeling was developed in 

this study instead of carrying out the labeling task by hand, and the algorithm showed higher performance in terms of 

accuracy and effectiveness. These three classes—along with the others that are solely connected to illicit activity—

violence, pornography, and bidding—were chosen, and the suggested model was trained using them. When it comes to 

text classification on onion sites, the suggested fuzzy encoded LSTM algorithm performs better than others. 
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