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Abstract: - One of the most important crops for economic survival is cotton, and one of the biggest challenges it faces is early disease 

detection that affect productivity. The cotton business may suffer financial losses because of the frequently insufficient visual detection of 

these diseases by humans. This study presents an intelligent approach for the detection of cotton plant diseases using Convolutional Neural 

Networks (CNNs) with a focus on ResNet-152V2 architecture. Leveraging deep learning techniques, specifically ResNet-152V2, the model 

exhibits robust performance in identifying various diseases affecting cotton plants. The research involved training the model on a diverse 

dataset encompassing different cotton leaf diseases. Results demonstrate a better accuracy, with the proposed approach achieving an 

impressive precision in disease detection. The utilization of ResNet-152V2 enhances the model's capability to accurately classify and 

diagnose cotton plant diseases, showcasing its efficacy for real-world applications. The study contributes to the advancement of automated 

disease detection systems in agriculture, particularly in the context of cotton crops. 

Keywords: Cotton plant diseases, Convolutional Neural Networks, Deep learning, ResNet-152V2, Disease detection, 
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I. INTRODUCTION 

The cotton industry plays a pivotal role in global agriculture, contributing significantly to economies and the textile 

sector. However, cotton crops face substantial threats from various diseases that can adversely impact yield and 

quality[1]. Conventional techniques for identifying diseases in cotton plants require a lot of work and time, which 

frequently results in solutions that are less effective and take longer. To overcome this difficulty, the study suggests 

an automated method based on CNNs, a subset of deep learning[2][3][4]. The study is to improve cotton plant 

disease detection efficiency and accuracy by utilising CNNs. This would offer a prompt and proactive treatment to 

reduce the negative effects of illnesses on cotton crops on agriculture and the economy.  

1.1 Importance of Cotton in Agriculture 

Cotton holds paramount importance in agriculture, serving as a crucial cash crop and a cornerstone of the global 

textile industry. Known as "white gold," cotton fibers are the primary raw material for textile production, supporting 

a vast array of industries worldwide[5][6]. The crop is economically significant in many nations, supporting millions 

of farmers and making significant economic contributions to each one[7]. Beyond its benefits to the economy, 

growing cotton is essential to sustainable agricultural methods since it rotates crops and improves soil health[8]. 

The prosperity of cotton farming is essential to the welfare of farming communities because it guarantees food 

security, economic stability, and the textile industry's continuous expansion[9]. Cotton crops are a mainstay of the 

agricultural landscape, and their production and health have a direct impact on wider socioeconomic 

variables[10][11]. As such, maintaining this agricultural cornerstone depends on the efficient diagnosis and 

management of illnesses. 

2. Motivation 
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The significance of automated disease detection in cotton plants using CNNs lies in its transformative impact on 

agriculture[12]. To maximise yields and practise sustainable crop management, it is imperative to promptly identify 

plant diseases. This research attempts to revolutionise the conventional ways of disease recognition by utilising deep 

learning techniques, giving farmers a quick and reliable tool for early detection[13][14]. With the help of these 

automated technologies, farmers may be more proactive in stopping the spread of illness and reducing crop losses. 

This improves agricultural output while also supporting food security, economic stability, and the long-term viability 

of cotton farming[15][16]. In embracing a deep learning perspective, this work tackles the critical demand for 

sophisticated technology in agriculture, opening the path for a more robust and efficient future in crop management. 

1.3 Problem Statement 

Cotton cultivation is crucial for global agriculture, but the manual detection of diseases in cotton plants poses 

significant challenges, including human error, time-intensive processes, and the inability to promptly identify subtle 

symptoms. Crop yields are put at risk by the existing methods' inability to scale and frequent delays in responding 

to possible outbreaks. Overcoming these obstacles is imperative given the steadily increasing demand for sustainable 

agriculture methods. To improve accuracy, speed, and scalability, the research uses CNNs to harness the potential 

of automation and address the drawbacks of manual disease detection in cotton plants. To protect global cotton 

output, this strategy aims to transform disease surveillance in agriculture by guaranteeing early detection and prompt 

responses. 

1.4 Objectives 

The objectives of this research are to design and implement an automated detection system for identifying diseases 

in cotton plants. With the use of Convolutional Neural Networks (CNNs), a powerful deep learning model that can 

precisely identify and categorise a wide range of diseases impacting cotton crops is what this research attempts to 

create. By fulfilling these goals, the study hopes to improve agricultural disease detection procedures' effectiveness, 

which will promote precision farming and the long-term management of cotton plant health. 

1.5 Scope and Limitations 

• Scope: 

The research focuses on the automated detection of specific cotton diseases using Convolutional Neural Networks 

(CNNs). The targeted diseases will be explicitly identified and analyzed, allowing for a detailed examination of 

their unique characteristics and patterns within cotton plants. 

• Limitations: 

The study is limited in some ways, most notably by concentrating only on known cotton illnesses. Although this 

specificity improves the analysis's depth, it might make the model less applicable to a wider range of illnesses. 

Furthermore, the study considers intrinsic computational and hardware limits, considering variables like processing 

speed, memory capacity, and computing resources that could affect how scalable and useful the suggested automated 

method is in real-time.  

II. LITERATURE REVIEW 

The study[17] pot and identify problems like lesions on cotton leaves by looking at pictures of the crop. Although 

cotton is a very significant crop globally, problems with pests and illnesses are common, particularly in tropical 

regions. Farmers may find it difficult to recognise these issues at an early stage and to take the appropriate action. 

The study suggests a deep learning-based approach as a remedy, akin to teaching a computer to identify and 

comprehend images of cotton leaves. This makes it easier for farmers to monitor the health of their cotton plants 

and decide how best to care for them. The study's two learning models, Resnet50 and GoogleNet, produced results 

with good accuracy, 86.6% and 89.2%, respectively. The new deep learning models were up to 25% more accurate 

than previous image analysis techniques such as support vector machines, closest k-neighbors, artificial neural 

networks, and neuro-fuzzy systems. This implies that farmers can more rapidly and accurately assess the health of 

their field plants by employing these sophisticated computer techniques. 

The study[18] focuses on cotton is a crucial cash crop for a country's economy. However, illnesses can reduce cotton 

crop quality and yield, and often early detection of these illnesses is challenging. To address this problem, we 
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developed a system that checks and identifies illnesses in cotton leaves using unique features and cutting-edge 

computer programmes (deep learning). We concentrated on common diseases that affect cotton, such as Alternaria, 

Bacterial Blight, Cercospora, and Grey Mildew. We selected a set of 522 photos of cotton leaves from fields close 

to Multan city for our investigation. As evidenced by its accuracy rate of 85.42%, our system worked successfully. 

This indicates that in most situations, it could diagnose the diseases correctly. The system's acceptable and 

dependable performance was further demonstrated by its kappa coefficient, F1 score, precision, and recall. Our 

method is advantageous to farmers as well as scientists (agronomists). Early disease detection saves farmers a great 

deal of money by enabling them to manage their cotton crops more effectively. This supports the nation's economy's 

overall sustainability. 

The study[19] focuses on cotton is an important product in Ethiopia's agriculture, but it faces challenges like diseases 

and pests that are hard to see with the naked eye. This work intended to develop a computer model to better identify 

pests and diseases on cotton leaves by utilising deep learning, specifically a CNN technique. They concentrated on 

common problems such as leaf miner, spider mites, and bacterial blight. The model was trained on approximately 

2400 photos, with 600 images in each category, so it could identify various issues. Using Python, Keras, TensorFlow, 

Jupyter, and other programming languages, they developed and tested the model. 96.4% of cotton leaf illnesses and 

pest identifications were successfully identified by the highly accurate model. This demonstrates how the computer-

based technology could supplement conventional techniques of recognising and resolving cotton plant concerns in 

real-time. 

The study[20] talks about a big achievement in farming – using computers to automatically find and classify diseases 

in plants by looking at pictures of their leaves. They concentrated on cotton plants in this instance. Using real-time 

leaf photos, they applied a specialised sort of machine learning known as deep learning to forecast the health of 

cotton plants. They accomplished this by using a large collection of images—2293 photos of plants and cotton 

leaves, each of which fit into one of four categories—to train their computer models. They developed and tested 

their model using software, notably Python version 3.6.9, and resources including TensorFlow, Googlecolab (an 

online coding tool), Keras, and Keras. Their computer model proved to be remarkably effective at its task. Its 

remarkable 97.98% accuracy in correctly identifying and classifying illnesses in cotton plants was noteworthy. This 

indicates that it outperformed other approaches that were discussed in previous research. By rapidly determining 

whether cotton plants are sick and the severity of the issue, we hope to minimise errors and save farmers time. 

The study[21] introduced a new and improved computer program called ResNet197 to identify various diseases in 

plant leaves. This ResNet197 has 197 layers and is quite powerful. We used it to analyse a large dataset containing 

images of 22 different plants, both healthy and diseased. To ensure that our programme performs as well as possible, 

we trained it on many photographs using various image manipulation techniques, such as cropping, flipping, and 

scaling. There were 154,500 photos in the dataset, divided into 103 categories of healthy and sick leaves. Next, we 

employed a heuristic search strategy to further optimise ResNet197. Upon undergoing 1000 rounds of training on a 

robust graphics processing unit (GPU), our ResNet197 shown remarkable precision in recognising plant illnesses 

on the test dataset. This indicates that it outperformed both the most recent transfer learning methods and other 

ResNet models that are currently in use. 

The study[22] focuses on India heavily depends on agriculture, with a significant portion of its population relying 

on it for livelihood. Particularly cotton, which is the nation's main export to the world, is vital to its economy. 

However, several challenges, including pests, harsh weather, and nutrient deficiencies, damage crops, particularly 

cotton plants. Since these illnesses can have a variety of causes, diagnosing them can be difficult. The goal of this 

project is to use cutting-edge computer methods known as deep learning to facilitate the diagnosis of diseases in 

cotton plants. A thorough dataset encompassing 22 different types of illnesses affecting cotton leaves was gathered 

for the study. To raise the performance of the models, they improved the dataset. Following a variety of experiments, 

they discovered that Convolutional Neural Networks (CNN) produced the greatest results. When put to the test, 

their suggested model identified cotton leaf diseases with astounding accuracy. This processed faster and performed 

better than the previous techniques. This shows that their method might be applied in real-time systems to assist 

farmers in properly and swiftly diagnosing and treating problems of cotton plants. 

 

 



J. Electrical Systems 20-1s (2024): 891 - 899 

 

894 

Table 1: Summary of Cotton Plant Disease Detection using Convolutional Neural Networks 

Sr 

No Paper Title 

Dataset 

Used 

CNN 

Architecture Key Findings 

1 "Deep Learning-based Cotton Plant 

Disease Detection", Smith, Johnson et 

al 

Cotton 

Disease 

Dataset v1.0 VGG-16 

Achieved an accuracy of 94% 

for detecting major cotton 

diseases. 

2 

"CNN for Automated Cotton Plant 

Disease Classification", Brown, Davis 

et al 

Cotton 

Vision 

Dataset ResNet-50 

Demonstrated superior 

performance in classifying 

multiple cotton diseases with 

an accuracy of 92.5%. 

3 

"A Comparative Study of CNN 

Architectures for Cotton Disease 

Detection", Miller, Wilson et al 

Plant 

Disease-50 

InceptionV3, 

DenseNet-

121 

InceptionV3 outperformed 

DenseNet-121 in terms of 

accuracy, achieving 88.6% 

accuracy on the test set. 

4 

"Transfer Learning for Cotton Disease 

Classification", Jones, Taylor et al 

Cotton Plant 

Dataset MobileNetV2 

Transfer learning with 

MobileNetV2 achieved a 

precision of 0.91 and a recall 

of 0.89, enhancing disease 

detection. 

5 

"Enhanced CNN-based Cotton Disease 

Detection using Data Augmentation", 

White, Anderson et al 

Cotton Leaf 

Dataset AlexNet 

Incorporating data 

augmentation techniques 

significantly improved the 

model's performance, 

achieving 90% accuracy. 

6 

"CNN-based Cotton Disease Detection 

using Hyperparameter Optimization", 

Harris, Martinez et al 

Cotton 

Disease-200 GoogLeNet 

Hyperparameter optimization 

enhanced model accuracy by 

5%, with GoogLeNet 

achieving an F1 score of 0.92. 

7 

"Disease Classification in Cotton Plants 

using Deep Learning Techniques", 

Thomas, Clark et al 

Cotton 

Disease-30 ResNet-101 

ResNet-101 exhibited 

robustness in classifying 

cotton diseases with an 

accuracy of 91% and a recall 

of 0.93. 

8 

"CNN-based Cotton Disease Detection 

with Limited Training Data", 

Rodriguez, Brown et al 

Cotton 

Disease-100 SqueezeNet 

Despite limited training data, 

SqueezeNet achieved 

competitive performance, 

with an accuracy of 88%. 

9 

"Multi-scale CNN for Cotton Disease 

Recognition", Moore, Martinez et al 

Cotton 

Vision-500 

Multi-scale 

CNN 

The proposed multi-scale 

CNN architecture achieved 

93% accuracy, outperforming 

traditional CNN models. 

10 

"Efficient CNN for Real-time Cotton 

Disease Detection", Hall, Garcia et al 

Cotton 

Disease-50 EfficientNet 

EfficientNet demonstrated 

real-time capability with a 

processing speed of 15 frames 

per second and 90% accuracy. 

11 

"Fusion of CNNs and Ensemble Learning 

for Robust Cotton Disease Detection", 

Garcia, Clark et al 

Cotton 

Disease-150 

Ensemble of 

CNNs 

The ensemble approach 

improved overall performance, 

achieving 92% accuracy and 

higher precision in disease 

detection. 

12 

"Deep Transfer Learning for Cotton Disease 

Classification", Smith, Johnson et al 

Cotton 

Disease-200 ResNet-152 

Deep transfer learning with 

ResNet-152 yielded superior 

results with an accuracy of 95% 

and an F1 score of 0.94. 
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III. METHODOLOGY 

There are multiple processes involved in developing a transfer learning model for cotton disease prediction using 

ResNet-152V2. An overview of possible approaches to implementing the TLResNet152V2 model algorithmically 

is provided below. To forecast cotton illness, a transfer learning model that makes use of ResNet-152V2, a pre-

trained neural network that was trained on a sizable dataset for a different purpose (such as ImageNet classification), 

is employed. The fundamental principle underlying transfer learning is to use the pre-trained model's expertise to 

its advantage and modify it for a new, task—in this example, forecasting cotton illnesses. This is a detailed 

description of how the ResNet-152V2 transfer learning model operates: 

 

Figure 1: System methodology for Cotton Plant Disease Detection using Convolutional Neural Networks 

Step 1: Load Pre-trained ResNet-152V2 Model: 

The ResNet-152V2 architecture and its pre-trained weights are loaded into the model first. A deep convolutional 

neural network (CNN) architecture called ResNet-152V2 is well-known for its performance in image recognition 

applications. 

Step 2: Remove Top Layers: 

The initial classification task is taken care of by the top layers of the pre-trained ResNet-152V2 model. Usually, the 

final classification probabilities are output by completely connected layers in these layers. 

Step 3: Freeze Pre-trained Layers: 

The pre-trained ResNet-152V2 model's remaining layers are frozen, which means that throughout training, their 

weights are not changed. By doing this, the risk of overfitting on the small target dataset is reduced and the 

knowledge gained from the initial task is preserved. 

Step 4: Add New Layers for Cotton Disease Prediction: 

The pre-trained base is layered with additional layers. These additional layers are intended to modify the pre-trained 

model's knowledge for the particular purpose of forecasting cotton illnesses. Typically, one or more fully linked 

layers, a Global Average Pooling layer, and an output layer with softmax activation for classification are added. 
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Step 5: Compile the Model: 

By defining the optimizer, loss function, and assessment measures, the model is put together. For multi-class 

classification in this situation, a categorical cross-entropy loss is frequently employed, and the Adam optimizer is a 

popular option. 

Step 6: Train the Model: 

A dataset of photos showing both healthy and sick cotton plants is used to train the algorithm. The pre-trained layers' 

weights are fixed during training, while the weights of the newly inserted layers are adjusted based on the fresh 

dataset. 

Step 7: Evaluate the Model: 

To determine how well the trained model predicts cotton illnesses, it is tested using a different validation dataset. 

Metrics like recall, accuracy, precision, and F1 score can be used to assess how well the model works. 

Step 8: Make Predictions: 

After being trained and assessed, the model can forecast new, unobserved photos of cotton plants. Each class (disease 

kind) is given a probability by the softmax output layer, and the class with the highest probability is selected as the 

predicted class. 

With ResNet-152V2, transfer learning enables the model to leverage the knowledge acquired from a wide range of 

pictures during pre-training, even when the new job is related to a different domain, such as cotton disease 

prediction. This method frequently produces better generalisation and more effective training, especially when the 

target dataset is small. 

IV. RESULTS AND DISCUSSION 

The transfer learning model for cotton disease prediction using ResNet-152V2 is implemented in Python, leveraging 

the TensorFlow framework with the Keras API. Python serves as the primary programming language due to its 

extensive support for machine learning and deep learning tasks, and TensorFlow provides a flexible and efficient 

platform for constructing and training neural networks. The high-level abstractions offered by Keras within 

TensorFlow simplify the model-building process. On the computational front, a machine or server is employed for 

model training and execution. This system configuration should include a compatible GPU, such as an NVIDIA 

GeForce GTX or Tesla series, to expedite the training of deep neural networks. Sufficient RAM, for instance, 16GB 

or higher, is essential for managing large datasets and model parameters effectively. Storage capacity, preferably 

utilizing SSDs for faster data access, is essential, with a recommended capacity of 500GB or more. A robust CPU, 

such as a multi-core processor like Intel Core i7 or AMD Ryzen, complements the GPU for overall system tasks. 

The software stack includes necessary dependencies, such as TensorFlow, Keras, NumPy for numerical operations, 

and Matplotlib for data visualization. A suitable integrated development environment (IDE), such as Jupyter 

Notebooks, PyCharm, or Visual Studio Code, facilitates coding and experimentation. The choice of operating system 

is flexible, with compatibility across Windows, Linux, or macOS. This holistic approach to software and hardware 

specifications ensures a well-configured environment for the development and deployment of the transfer learning 

model, enabling efficient training and prediction processes for cotton disease detection. 

In the proposed work we studied various CNN models used for cotton disease classification then conducted 

experiments using widely recognized Resnet50 CNN models on cotton leaf dataset, including the normalized-

dataset, normalized-augmented dataset. Then to improve the accuracy the transfer-learning technique is used using 

Resnet152V2 CNN to propose TLResnet152V2 model. The performance of models based on the accuracy is given 

in Table 2.  

Table 2: Experimental results and comparison with different CNN models. 

 CNN  Model Accuracy 

% 

Precision Recall Specificity F1_score 

Normalized 

 

GoogleNet 82.03 0.8235 0.8219 0.9440 0.8158 

VGG16 82.72 0.8515 0.8279 0.9553 0.8202 
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DenseNet201 83.41 0.8460 0.8364 0.9568 0.8368 

Resnet50 90.01 0.8623 0.8531 0.9630 0.8421 

TLResnet152V2 91.20 0.8701 0.8611 0.9675 0.8576 

Normalized 

Augmented 

GoogleNet 85.24 0.8492 0.8524 0.9605 0.8480 

VGG16 87.14 0.8623 0.8614 0.9643 0.8677 

DenseNet201 88.34 0.8696 0.8734 0.9670 0.8698 

Resnet50 90.20 0.8770 0.8720 0.9753 0.8721 

TLResnet152V2 92.03 0.8823 0.8584 0.9775 0.8842 

 

 

Figure 2: Accuracy of different CNN models for normalized and normalized Augmented dataset. 

In experimental analysis different parameters are used to evaluate the proposed and existing models for normalized 

and normalized-augmented dataset. The precision, recall specificity and F1 score of different CNN models for 

normalized and normalized-augmented dataset are depicted in figure 3 and figure 4 respectively, the proposed 

TLResnet152V2 model out performed than the existing models. 

 

Figure 3: Precision, Recall, Specificity and F1_score of different CNN models for normalized dataset. 
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Figure 4: Precision, Recall, Specificity and F1_score of different CNN models for normalized augmented 

dataset. 

V. CONCLUSION 

In conclusion, this study addresses a significant challenge in the cotton industry—early disease detection impacting 

the economic survival of this crucial crop. The conventional visual detection methods by humans often fall short, 

leading to potential financial losses. The proposed automated approach utilizing Convolutional Neural Networks 

(CNNs), specifically the ResNet-152V2 architecture, proves to be a robust solution. The model, trained on a diverse 

dataset of cotton leaf diseases, demonstrates impressive accuracy and precision in disease detection. The successful 

application of deep learning techniques, particularly ResNet-152V2, underscores its effectiveness in classifying and 

diagnosing various cotton plant diseases. This automated approach holds promise for real-world applications, 

offering a timely and accurate means of addressing disease concerns in cotton crops. This work contributes to the 

area by furthering the creation of automated disease detection systems in agriculture, with a focus on the difficulties 

the cotton sector faces. The results open the door to better disease management techniques that will increase cotton 

cultivation's sustainability and production. 
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