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Abstract: - Automatic text summarization (ATS) has emerged as a crucial research domain in the discipline of natural language processing 

(NLP) and information retrieval. The exponential growth of digital content has necessitated the need for efficient techniques that can 

automatically generate concise and informative summaries from lengthy documents. This article provided a comprehensive recap of 

automatic text summarization, covering both abstractive and extractive methods. Using extractive techniques, prime phrases or keywords 

from the original text are identified and chosen, while abstractive methods involve producing summaries by paraphrasing and synthesizing 

content in a more human-like manner. Discussed the advantages and limitations of each approach, including the challenge of ATS, which 

arises when summarizing content from external sources. Furthermore, reviews common evaluation metrics used for assessing the quality 

of summaries and discusses recent advancements in neural network-based approaches for text summarization. This survey aims to provide 

an overview of automatic text summarization which acts as a useful resource for researchers and practitioners in the fields of information 

retrieval and NLP. 

Keywords: Abstractive method, Extractive techniques, hybrid method,Automatic text summarization, Evaluation 

metrics,Natural Language Processing. 

I. INTRODUCTION 

Websites and other digital resources are enormous providers of textual data. The different collections of news items, 

novels, books, documents, etc. also provide a richness of textual material. The structured observations day after day, 

the Web, and other resources are expanding tremendously. When a user searches for some information, the obtained 

texts contain a lot of redundant or insignificant text. Compacting as well as summarizing the text materials becomes 

crucial and necessary as a result. Summarizing manually is a complicated process that takes a considerable amount 

of effort and time. Realistically speaking, it is exceedingly challenging for people to physically summarize such an 

enormous volume of literary texts (Yao, Kaichun, et al. 2018). Text summarization aims to draw out underlying 

meaning from lengthy texts. The action of automatically building a brief synopsis of a document that gives the user 

meaningful data is referred to as summarization (Sun et al.2018). In the current information age, a large number of 

scientific articles are published in various disciplines of research. People prefer to read article summaries rather than 

the complete item in today's hectic world, which keeps them up to date on recent occurrences. The hardest challenge 

in NLP remains ATS, despite the development of various techniques. Text summarization aims to draw out 

underlying meaning from lengthy texts. Long texts or other sources are distilled of essential information to save 

readers time, money, and effort. 
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1.1. Extractive text summarization:   

This techniques take the text as input, rate or score each sentence according to how relevant it is to the text, and then 

present you with the most crucial passages. The most crucial text from the existing text is simply highlighted, rather 

than new words and phrases being added. There are numerous techniques for extracting text summaries, including 

statistical, topical, discourse-based, graph-based, structural, semantic, deep learning-based, machine learning-based, 

and optimization-based techniques. The technique of choosing and combining significant text or phrases from a 

given textual source is named as extractive text summarization. It refers to underlining crucial passages in a 

manuscript. Using extractive text summarization, key passages and phrases from the original textual are removed.  

1.2.Abstractive Text Summarization: Abstractive text summarizing is the creation of a summary of a textthat goes 

beyond only extracting and rearrange existing phrases. Instead, it entails comprehending the text's meaning, 

interpreting its meaning, and coming up with fresh, succinct sentences that sum up its important points. Abstractive 

summary involves the synthesis of fresh sentences that might not be present in the original text, in contrast to 

extractive summarization, which chooses and reuses sentences from the source text. This method focuses on natural 

language production and understanding algorithms, frequently using transformer-based designs like GPT 

(Generative Pre-trained Transformer) or deep learning models like recurrent neural networks (RNNs).The summary 

of an abstractive. 

1.3. Hybrid text summarization:  

In order to produce summaries, a method known as hybrid text summarizing combines aspects of extractive and 

abstractive summary approaches. In hybrid summarizing, similar to extractive summarization, the system may use 

extractive methods to recognize and highlight significant sentences or phrases from the source material. But it also 

uses abstractive strategies to reword and come up with new sentences that perfectly summarize the original text. 

1.4 ATS Classification 

ATS is a NLP activity that requires reducing a lengthier text's content to a shorter one while preserving key details 

and ideas. Text summary is divided into multiple categories depending on various criteria, as shown in figure 3. 

 

Figure 3: ATS classification 

The ATS is classified on the basis of summarization algorithm, Input size,summary contents, summary lamguage, 

nature of output summary. ATS is principal NLP  activity that tries to provide short and logical summaries of long 

texts or text passages. Text summarising has become increasingly relevant for a diversity of applications, consisting 

of news summary, summarization of documents, and summarization of social media, as digital information has 

grown exponentially. With the development of numerous methodologies and approaches in most recent years, there 

has been substantial progress in the field of ATS. This paper present a detailed review of the developments, 

challenges, and methodologies of ATS, focusing on the key approaches, assessment measures, and applications. 

Syntactical and semantical summarization are two crucial aspects of natural language processing that stand out as 

essentials for realising the full potential of textual data. Syntactical summary is the lighthouse that guides us through 
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the complex web of language, revealing the subtle structural and grammatical details that constitute a text's core 

meaning. In addition, symantical summarization explores the semantic foundation, revealing the connections and 

underlying meaning of words, sentences, and concepts. 

These two foundational elements combine together to create an essential distillation framework that helps us reduce 

language's complexity to incisive and succinct summaries. Exploring the domains of syntax and semantics not only 

offers a more sophisticated understanding of language but also provides access to powerful artificial intelligence 

and information retrieval applications. 

II. KEY APPROACHES OF AUTOMATIC TEXT SUMMARIZATION: 

To automatically produce succinct and relevant summaries of text documents or sentences, two major approaches 

in NLP are syntactic and semantic text summarizing. 

A] Syntactic summarization: Syntax: What Is It? Syntax is the term for the grammar principles that govern 

sentence construction, or how words are arranged to form sentences. Syntactic summarization, as the name suggests, 

relies on the syntactic features of the language, such as sentence structure, grammar, and word order, to extract 

relevant information from text. It aims to retain the original grammar and sentence construction in the summary 

while extracting key information based on syntactic patterns and relevance to the topic. Syntactic summarization 

techniques are often extractive in nature, where sentences or phrases are selected based on syntactic rules or patterns 

to construct the summary (Mihalcea et al.2004). 

B] Semantic summarization: Semantics: What Is It? The meaning of a statement is referred to as semantics. 

Without appropriate semantics and a deliberate, grammatically sound word order a sentence's meaning would be 

quite different. Lexical semantics, which is the study of word meanings and relationships, is one of the categories 

into which linguists divide semantics. Contrarily, conceptual semantics examines how speakers of a language 

understand and pick up semantic concepts. Semantic summarization delves deeper into the meaning or semantics 

of the text. Semantic summarization techniques may involve paraphrasing, rephrasing, or restructuring sentences to 

effectively capture the meaning of the text. Abstractive summarization, a type of semantic summarization, goes 

beyond extraction and generates summaries that may not necessarily retain the original sentence structure or 

grammar, but aim to convey the overall meaning of the text in a more human-like manner(See et al.2017). table 1 

gives difference between Syntactic Summarization and Semantic Summarization. 

Table 1: Comparison of Syntactic and Semantic Summarization. 

Approach Syntactic Summarization Semantic Summarization 

Focus 
Sentence structure, grammar, and 

word order. 

Meaning, context, and 

relationships between words or 

concepts. 

Technique 

Extractive: Selecting sentences or 

phrases based on syntactic patterns 

and relevance to the topic. 

Extractive or Abstractive: 

Paraphrasing, rephrasing, or 

restructuring sentences to capture 

the meaning of the text. 

Output 
Retains original sentence structure 

and grammar. 

May not retain original sentence 

structure or grammar, aims to 

convey overall meaning in a more 

abstract and conceptual manner. 

Goal 
Extraction of key information 

based on syntactic features. 

Conveyance of meaning and 

context of the text 

Strengths 
Good for extracting key 

information or facts. 

Captures the overall meaning and 

context of the text. 

Limitations 
May miss underlying meaning or 

context. 

May require more advanced NLP 

techniques for understanding 

meaning. 
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III. SYNTACTIC TEXT SUMMARIZATION METHODS. 

There are number of syntactical methods are available for text summarization among hat top important methods 

explained below. 

3.1. Method of Sentence Scoring: 

One common way for summarizing syntactic text is the Sentence Scoring method. In order to choose the most 

pertinent and significant sentences for the summary, it entails scoring sentences according to a number of criteria. 

3.1.1.Criteria for Scoring:  

Sentence scoring involves evaluating sentences based on different criteria, which can vary depending on the specific 

requirements of the summarization task. Common scoring criteria include: 

•Sentence Length: Longer sentences may be scored lower, as they often contain more details and may not be as 

concise. 

•Position in the Document: Sentences appearing at the beginning or end of a document may receive higher scores 

because they often introduce the topic or provide a conclusion. 

•Word Importance: Important words or phrases within a sentence can contribute to a higher score. Keyword 

extraction techniques may be used for this purpose. 

•Content Relevance: Sentences that directly address the core topic or contain key information are considered more 

relevant and may receive higher scores. 

•Semantic Importance: Sentences that contain concepts, facts, or arguments critical to the document's main 

message are rated higher. 

3.1.2..Scoring Algorithms: Various algorithms can be used to calculate the scores. These algorithms can be as 

simple as assigning numerical values to each criterion and summing them to get a total score. Alternatively, more 

complex algorithms like TF-IDF (Term Frequency-Inverse Document Frequency) can be employed to measure the 

importance of words and their frequency in the document. 

3.1.3.Threshold Selection: After scoring, a threshold value is chosen. Sentences scoring above this threshold are 

selected for the summary. 

Example:Let's consider a simplified example of how sentence scoring might work. Imagine we have a document 

discussing the advantages of renewable energy sources. We'll score two sentences from this document: 

Original Sentence 1: "Solar energy is a clean and sustainable source of power that reduces greenhouse gas 

emissions." 

Original Sentence 2: "Additionally, it has the potential to save costs and create job opportunities in the energy 

sector." 

Now, use a simple scoring method based on criteria like sentence length, keyword importance, and content relevance 

(on a scale of 1 to 10, with 10 being the highest): 

Table 2: Scoring of sentence1 and sentence 2. 

Criteria for Scoring Sentence 1 scores: Sentence 2 scores: 

•Length: 6 (moderate length) 7 (moderate length) 

Position: 8 (introduces the main topic) 5 (additional information) 

Keyword Importance: 9 (contains "solar energy," a key phrase) 7 (contains "renewable energy") 
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Content Relevance: 9 (directly addresses the topic) 8 (relevant but not as focused as 

sentence 1) 

Total Score: 32 27 

 

If we set a threshold score of 30, then only Sentence 1 would be selected for inclusion in the summary. 

3.2.Graph-Based Methods: 

Example: Construct a sentence similarity graph where sentences are nodes, and edges represent their syntactic 

similarity. Important sentences are selected based on their centrality in the graph. 

Original Sentence 1: "The new product launch generated significant buzz in the market." 

Original Sentence 2: "Customers praised the product's innovative features and competitive pricing." 

Summary (Graph-Based): Both sentences are considered important in capturing the product's success in the market. 

3.3.Methods of Dependency Parsing: 

Example: Analyze the grammatical structure of sentences using dependency trees. Sentences are ranked based on 

their position in the tree and the presence of critical dependencies. 

Original Sentence 1: "The research team conducted experiments to assess the impact of climate change on local 

flora." 

Original Sentence 2: "Their findings highlighted the vulnerability of certain plant species to temperature 

fluctuations." 

Summary (Dependency Parsing): The second sentence is chosen because it describes the significance of the research 

findings. 

3.4. Method of Part-of-Speech Tagging: 

Example: Identify sentences that contain specific parts of speech (e.g., nouns, verbs, adjectives) relevant to the topic. 

Original Sentence 1: "The athlete's outstanding performance secured a gold medal in the 100-meter sprint." 

Original Sentence 2: "Spectators cheered loudly, celebrating the victory of the hometown hero." 

Summary (Part-of-Speech Tagging): Both sentences are included as they provide essential information about the 

athlete's achievement. 

3.5.Compression-Based Methods: 

Example: Apply text compression algorithms to reduce the text size while retaining essential content. 

Original Sentence 1: "The company announced its expansion plans into new markets, including Europe and Asia, 

during the quarterly meeting." 

Original Sentence 2: "This strategic move aims to capitalize on emerging opportunities and increase global market 

share." 

Summary (Compression-Based): A compressed summary might combine these sentences: "The company revealed 

expansion plans in Europe and Asia to seize emerging opportunities." 

3.6. Methods of Redundancy Elimination: 

Example: Remove redundant references or repeated information from the text. 

Original Sentence 1: "The novel presents a gripping story. The story captivates readers with its engaging narrative." 
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Summary (Redundancy Elimination): Only one sentence is retained in the summary to eliminate redundancy: "The 

novel presents a gripping story." 

3.7.Methods of Grammar Rule Application: 

Example: Apply syntax rules to simplify complex sentences while maintaining their meaning. 

Original Sentence: "Despite the inclement weather, they embarked on the hike, determined to enjoy the beauty of 

nature." 

Summary (Grammar Rule): The sentence can be simplified while preserving the structure and meaning: "Despite 

the bad weather, they were determined to enjoy nature on their hike." 

3.8. Methods of Lexical Chaining: 

Example: Identify chains of related words or concepts and select sentences containing words from the same chain. 

Original Sentence 1: "The company's stock soared as profits reached an all-time high." 

Original Sentence 2: "Investors celebrated the remarkable performance." 

Summary (Lexical Chaining): Both sentences are included in the summary as they are part of the same chain 

emphasizing financial success. 

3.9. Methods of Positional Importance: 

Example: Select sentences based on their position in the document, such as introducing the topic or providing a 

conclusion. 

Original Sentence 1: "In this report, we will discuss the causes of air pollution." 

Original Sentence 2: "To conclude, measures to mitigate air pollution are of utmost importance." 

Summary (Positional Importance): Both sentences are included to provide an introduction and conclusion to the 

report. 

3.10. Methods of Topic Segmentation: 

Example: Divide the text into topical segments and select sentences from each segment for the summary. 

Original Sentence 1: "Introduction: This chapter outlines the main objectives of the research." 

Original Sentence 2: "Methodology: The study employed a mixed-methods approach to collect data." 

Summary (Topic Segmentation): Both sentences are included to represent different sections of the document.  

These syntactic text summarization techniques help in generating summaries that maintain the grammatical structure 

and coherence of the original text while highlighting essential information. 

IV. SEMANTIC TEXT SUMMARIZATION METHODS  

Semantic text summarization aims to capture the meaning and essence of the text. Below are given techniques and 

methods of semantic text summarization, along with examples for each. 

4.1. Method of Topic Modeling: 

Technique: Identify topics within a text and select sentences that represent these topics. 

Example: Apply Latent Dirichlet Allocation (LDA) to identify topics in a collection of documents and select 

sentences that best represent these topics. 

Original Sentence 1: "Climate change is a pressing global issue with environmental and economic implications." 

Original Sentence 2: "Rising temperatures lead to more frequent extreme weather events." 
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Summary (Topic Modeling): Sentences from different topics are selected based on LDA results to create a multi-

faceted summary. 

4.2. Method of Graph-Based Summarization: Technique: Use graphs to represent the relationships between 

sentences, where nodes are sentences and edges represent semantic similarity 

Example: Use TextRank to create a graph where sentences are nodes and edges represent semantic similarity. 

Important sentences are selected based on their centrality in the graph. 

Original Sentence 1: "The recent study on biodiversity loss highlights the urgent need for conservation efforts." 

Original Sentence 2: "Biodiversity is crucial for ecosystem stability and human well-being." 

Summary (Graph-Based): Sentences are chosen based on their importance in capturing key concepts related to 

biodiversity and conservation. 

4.3.Method of Clustering: 

Example: Group similar sentences into clusters and select representative sentences from each cluster. 

Original Sentence 1: "The health benefits of regular exercise are well-documented." 

Original Sentence 2: "Exercise can reduce the risk of chronic diseases." 

Original Sentence 3: "Physical activity also improves mental well-being." 

Summary (Clustering): Representative sentences are selected from each cluster, covering different aspects of the 

topic (e.g., physical health and mental well-being). 

3.4. Method of Word Embeddings:  

Technique: Utilize word embeddings to measure semantic similarity between sentences and select those with the 

most related content. 

Example: Utilize word embeddings like Word2Vec or BERT to measure the semantic similarity between sentences 

and select sentences that are most related. 

Original Sentence 1: "The new vaccine has shown remarkable efficacy in preventing the spread of the virus." 

Original Sentence 2: "Vaccination campaigns are crucial in controlling the pandemic." 

Summary (Word Embeddings): Sentences are selected based on the semantic similarity of their content, ensuring 

comprehensive coverage. 

4.5.Method of Deep Learning Models: 

Technique: Employ neural networks like Transformers for abstractive summarization, where the model generates 

summaries by understanding the context and semantics of the text. 

Example: Employ neural networks, such as Transformers, for abstractive summarization, where the model generates 

summaries by understanding the context and semantics of the text. 

Original Sentence: "The advancements in artificial intelligence are reshaping various industries, from healthcare to 

finance, by automating processes and improving decision-making." 

Summary (Deep Learning): The model generates an abstractive summary that captures the key ideas and 

implications of AI advancements. 

4.6.Method of Named Entity Recognition (NER): Technique: Identify and prioritize sentences containing 

important entities such as people, organizations, or locations. 

Example: Use NER to identify and prioritize sentences containing important entities such as people, organizations, 

or locations. 
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Original Sentence 1: "Elon Musk's SpaceX achieved a historic milestone with the successful Mars mission." 

Original Sentence 2: "The company's innovations are revolutionizing space exploration." 

Summary (NER): Sentences mentioning Elon Musk and SpaceX are prioritized for inclusion. 

4.7.Method of Entity-Based Summarization: Technique: Summarize text by focusing on specific entities or 

concepts mentioned in the document. 

Example: Summarize text by focusing on specific entities or concepts mentioned in the document. 

Original Sentence 1: "Blockchain technology is transforming the financial sector." 

Original Sentence 2: "Bitcoin and Ethereum are popular cryptocurrencies built on blockchain." 

Summary (Entity-Based): The summary highlights the impact of blockchain technology and mentions specific 

cryptocurrencies as examples. 

4.8 Method of Conceptual Overlap: 

Technique: Measure the overlap of concepts and ideas in sentences and select those with the most interconnected 

content. 

Example: Measure the overlap of concepts and ideas in sentences and select those with the most interconnected 

content. 

Original Sentence 1: "The impact of deforestation on wildlife is a major concern for conservationists." 

Original Sentence 2: "Conservation efforts aim to protect biodiversity in threatened ecosystems." 

Summary (Conceptual Overlap): Sentences are selected for their interconnectedness in conveying the importance 

of conservation and the impact of deforestation. 

4.9.Method of Hierarchical Summarization: 

Technique: Create a hierarchical summary that includes a title or headline followed by multiple levels of 

summaries, each providing varying levels of detail. 

Example: Create a hierarchical summary that consists of a title or headline followed by multiple levels of summaries, 

each providing varying levels of detail. 

Title: "The Impact of Artificial Intelligence on the Labor Market" 

Level 1 Summary: "AI is changing the job landscape with automation and new opportunities." 

Level 2 Summary: "Automation is replacing routine tasks, while AI creates demand for new skills." 

4.10 Method of Discourse Analysis: 

Technique: Analyze discourse markers and cohesive devices to select sentences that contribute to the overall 

coherence and flow of the summary. 

Example: Analyze discourse markers and cohesive devices to select sentences that contribute to the overall 

coherence and flow of the summary. 

Original Sentence 1: "The study found a strong link between diet and cardiovascular health." 

Original Sentence 2: "Moreover, it emphasized the role of exercise in preventing heart disease." 

Summary (Discourse Analysis): Sentences are chosen to maintain a coherent flow, as indicated by the use of 

"moreover."  

These techniques help create semantic text summaries that focus on the meaning and essence of the content, making 

them suitable for conveying complex information concisely and accurately. 
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V. STANDARD DATASETS 

4.1. CNN/Daily Mail : The CNN/Daily Mail dataset is a widely used benchmark dataset for text summarization 

tasks. It consists of news articles from the CNN and Daily Mail news websites, along with human-generated 

summaries for each article. The dataset is commonly used for both single document and multi-document 

summarization tasks. 

4.2. Gigaword : The Gigaword dataset is a widely used benchmark dataset for text summarization tasks. It consists 

of news articles collected from the New York Times (NYT) and Associated Press (AP) news wires. The dataset is 

commonly used for single document summarization tasks. 

4.3. PubMed dataset: The PubMed dataset is a widely used and publicly available dataset for biomedical and life 

sciences research. It contains a vast collection of bibliographic records of articles from journals in the field of 

biomedicine, including topics such as medicine, biology, pharmacology, genetics, and more. The dataset is 

commonly used for text summarization tasks related to biomedical literature. 

4.4. DUC 2002-2007 dataset: The Document Understanding Conference (DUC) dataset is a collection of datasets 

that were used in the Document Understanding Conferences held from 2002 to 2007. These datasets are commonly 

used for text summarization evaluation and benchmarking purposes. The DUC datasets consist of sets of documents 

along with reference summaries that can be used to train and evaluate automatic text summarization systems. 

4.5. Newsroom dataset: The Newsroom dataset is a large collection of news articles from various news sources, 

which can be used for text summarization tasks. The dataset covers a wide range of topics and is suitable for both 

single document and multidocument summarization. It can be accessed from the following reference link: 

https://summari.es 

4.6. TAC 2008-2011 dataset: The Text Analysis Conference (TAC) datasets are a popular choice for text 

summarization evaluation and benchmarking. TAC is an annual conference that hosts various tracks, including the 

Document Understanding Conference (DUC) track, which focuses on text summarization. 

4.7. LCSTS dataset: The LCSTS dataset, which is extensively utilized for Chinese text summarization tasks, is a 

widely recognized collection in the field. It was created by scholars from the Harbin Institute of Technology in 

China and is commonly employed for summarizing individual Chinese language documents. 

4.8. Inspec dataset: The Inspec dataset, which is extensively utilized in the domains of computer science and 

engineering, is widely acknowledged for its significance in text summarization tasks. It is commonly employed for 

summarizing individual documents and serves as a prominent resource for assessing and comparing the performance 

of various summarization algorithms. 

4.9. New York Times dataset: The New York Times dataset, extensively employed in the domains of  NLP and 

information retrieval, is highly regarded for text summarization tasks. It encompasses a substantial collection of 

news articles sourced from The New York Times, serving as a prevalent resource for single-document as well as 

multi-document text summarization endeavors. 

4.10. WikiHow dataset: The WikiHow dataset, widely utilized for text summarization tasks, specifically targets 

instructional articles sourced from the WikiHow website. This dataset is frequently employed in single-document 

and multi-document text summarization tasks, particularly for producing succinct and well-organized summaries of 

step-by-step guidance.4.11. ACL Anthology dataset : The Anthology dataset, often associated with NLP and text 

summarization, specifically pertains to the ACL Anthology. This anthology serves as an extensive compilation of 

research papers in computational linguistics and NLP.Table 3 shows various datasets were utilised to summarise 

the text. 

Table 3: Different datasets used for text summarization 

Dataset Name Size 
Multidocu

ment 

Single 

Document 
Language 

Reference 

Link 

https://summari.es/
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Sources 

[1] CNN/Daily Mail dataset: https://github.com/abisee/cnn-dailymail 

[2] Gigaword dataset: https://catalog.ldc.upenn.edu/LDC2003T05 

[3] PubMed dataset: https://pubmed.ncbi.nlm.nih.gov/about/ 

[4] DUC 2002-2007 dataset: https://duc.nist.gov/data.html 

[5] DUC 2008-2016 dataset: https://www-nlpir.nist.gov/projects/duc/data.html 

[6] TAC 2008-2011 dataset: https://tac.nist.gov/data/index.html 

[7] LCSTS dataset: https://www.cs.cmu.edu/~jwieting/ 

[8] Inspec dataset: https://www.theiet.org/publishing/inspec/ 

[9] New York Times dataset: https://archive.ics.uci.edu/ml/datasets/New+York+Times 

[10] WikiHow dataset: https://github.com/mahnazkoupaee/WikiHow-Dataset 

[11] ACL Anthology  dataset : https://www.aclweb.org/anthology/ 

VI. EVALUATION METRICS 

Automatic text summarization systems are evaluated using various metrics to assess the quality of generated 

summaries in comparison to reference (human-created) summaries. The choice of evaluation metrics depends on 

whether the summarization task is extractive or abstractive. Below are given common evaluation metrics used for 

automatic text summarization: 

5.1.ROUGE (Recall-Oriented Understudy for Gisting Evaluation):The ROUGE measure counts the overlap 

between the generated summary and the reference summary for words, n-grams (sequences of 'n' words), or even 

word sequences. ROUGE-N, which measures unigrams, bigrams, etc.; ROUGE-L, which measures the longest 

CNN/Daily Mail Large Yes Yes English [1] 

Gigaword Large No Yes English [2] 

PubMed Large No Yes English [3] 

DUC 2002-2007 Small/Medium Yes No English [4] 

DUC 2008-2016 Small/Medium Yes No English [5] 

TAC 2008-2011 Small/Medium Yes No English [6] 

LCSTS Medium No Yes Chinese [7] 

Inspec Small/Medium No Yes English [8] 

New York Times Large Yes Yes English [9] 

WikiHow Large No Yes English [10] 

ACL Anthology Large Yes Yes English [11] 

https://github.com/abisee/cnn-dailymail
https://catalog.ldc.upenn.edu/LDC2003T05
https://pubmed.ncbi.nlm.nih.gov/about/
https://duc.nist.gov/data.html
https://www-nlpir.nist.gov/projects/duc/data.html
https://tac.nist.gov/data/index.html
https://www.cs.cmu.edu/~jwieting/
https://www.theiet.org/publishing/inspec/
https://archive.ics.uci.edu/ml/datasets/New+York+Times
https://github.com/mahnazkoupaee/WikiHow-Dataset
https://www.aclweb.org/anthology/
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common subsequence; and ROUGE-W, which measures weighted word overlap, are examples of common ROUGE 

metrics. 

5.2. BLEU (Bilingual Evaluation Understudy):Based on the accuracy of the n-grams in the generated summary 

and the reference summary, BLEU calculates a similarity score. Although text summarization is one of its uses, 

machine translation was its initial purpose.. 

5.3. METEOR (Metric for Evaluation of Translation with Explicit ORdering): METEOR uses several matching 

techniques, including as stemming, synonyms, and more, to compare a generated summary to a reference summary 

in order to assess the quality of the latter. 

5.4. CIDEr (Consensus-based Image Description Evaluation): Although it has been modified for text summary, 

CIDEr is mainly utilised for captioning images. It uses consensus-based scoring, IDF weights, and n-grams to 

quantify the level of agreement between the generated and reference summaries.. 

5.5. NIST (Normalised Information Retrieval Score): Based on n-gram overlap with reference summaries, NIST 

assigns a higher weight to higher-order n-grams, which are frequently more significant in establishing summary 

quality. 

5.6. F1 Score: A popular metric that combines recall and precision is the F1 score. It determines how closely the 

generated summary adheres to the length and content of the reference summary. 

5.7. Precision and Recall: Recall gauges how thorough the created summary is in comparison to the reference, 

while precision assesses how pertinent the material is in the summary. Recall and precision can be used alone or in 

combination to evaluate a summary's quality 

5.8. ROUGE Word Embeddings, or ROUGE-WE: By embedding sentences or phrases into a continuous vector 

space, ROUGE-WE calculates semantic similarity. It encapsulates the produced summaries' semantic quality. 

5.9. ROUGE-S: ROUGE-S compares the generated summary's sentence structure to the reference summary in order 

to assess sentence-level coherence. It assesses the coherence and flow of sentences. 

5.10. Human assessment: Using human judges to review the quality of summaries that are generated is known as 

human assessment. Summaries may be graded by judges according to their overall quality, informativeness, 

coherence, and fluency. This method offers insightful but subjective comments. 

The particular objectives of the summary assignment and the qualities of the summaries that are produced determine 

the assessment metric that is chosen. 

VII. CONCLUSION 

This research article has offered a thorough overview of the field of automatic text summarization. We have 

reviewed the key concepts, methods, and challenges associated with this task, including extractive and abstractive 

approaches, evaluation metrics, and recent improvements in deep learning and NLP  techniques. ATS has emerged 

as a critical research area aimed at addressing the information overload problem by generating concise and coherent 

summaries from large volumes of text. Extractive methods have been widely used due to their simplicity and 

effectiveness, but they may lack the ability to produce summaries that are truly coherent and informative. 

Abstractive methods, on the other hand, offer more flexibility in content generation but pose challenges in 

maintaining coherence and factual accuracy. Evaluation metrics for example ROUGE, METEOR, and CIDEr have 

been proposed to evaluate the quality and effectiveness of generated summaries, but they have restrictions and do 

not always correlate fine with human findings. Recent advancements in deep learning, including transformer-based 

models, show promising results in text summarization, but challenges such as data limitations, handling long 

documents, and ethical considerations remain open research areas. 

ATS has applications in many fields, containing news summarization, document summarization, social media 

summarization, and personalized summarization for individuals with different information needs. As technology 

continues to advance, further research and innovation in ATS is required to address the limitations of current 

approaches and unlock the full potential of this field for real-world applications. This survey paper has provided a 

comprehensive overview of automatic text summarization, highlighting its significance, challenges, and recent 
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advancements. It is hoped that this survey serves as a valuable resource for researchers, practitioners, and 

stakeholders in the field of NLP and information retrieval, and inspires further advancements in the field of ATS.  
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