
J. Electrical Systems 20-1s (2024): 289 - 302 

289 

1Praful V. 

Barekar 

2Radhika 

Purandare 

3Dr. Alka 

Sawlikar 

4Dr. Rashmi R. 

Welekar 

5Dr. Piyush K. 

Ingole 

6Dr. Nilesh Shelke  

Enhancing Security and Reliability in 

Industrial IoT Networks through 

Machine Learning 

 

Abstract: - Industrial Internet of Things (IIoT) networks are very important to modern manufacturing because they allow processes to be 

monitored, controlled, and improved in real time. IoT systems are linked to each other, which makes them vulnerable to cyberattacks, 

system breakdowns, and communication problems. This makes them less reliable and secure. To deal with these problems, we need 

advanced technologies that can find problems before they happen, reduce risks, and keep processes running smoothly. In this paper, we 

suggest a new way to make IIoT networks safer and more reliable by using machine learning methods together. Our system uses machine 

learning techniques to look at network traffic trends, spot strange behaviors, and find possible security holes in real time, using the huge 

amounts of data that IIoT devices produce. Our system can successfully find and stop a wide range of cyberattacks, such as hacking 

attempts, malware infections, and denial-of-service (DoS) attacks, because it is always learning from past data and changing to new 

threats. We also use machine learning models to predict when systems might fail or perform worse, so we can do preventative 

maintenance and keep downtime to a minimum.To prove that our method worked, we did a lot of tests using real-world IIoT datasets and 

checked how well our system worked by looking at how accurate it was at finding things, how often it gave false positives, and how fast 

it responded. These results show that our approach based on machine learning makes IIoT networks much safer and more reliable than 

standard rule-based approaches. In addition, our framework is strong against new and unknown threats, which shows that it could be used 

in a wide range of business settings.Overall, the paper research shows that machine learning has a lot of potential to make IIoT networks 

more reliable and to make sure that processes in industrial settings run smoothly and safely. 

Keywords: Industrial IoT (IIoT), Machine Learning, Security, Reliability, Network Anomaly Detection 

I. INTRODUCTION 

The Industrial Internet of Things (IIoT) has changed the way factories work by making them more connected, 

efficient, and automated than ever before. These networks make it possible for physical devices, sensors, and 

machines to work together without any problems. This lets different industrial processes be monitored, controlled, 

and improved in real time. IIoT networks are now an important part of modern industrial infrastructure, used for 

everything from manufacturing and transportation to energy management and planned repair.But along with the 

many benefits they offer, IIoT networks also pose big problems when it comes to security and dependability. IIoT 

[1] networks are naturally linked, unlike traditional industrial systems that were mostly separate and air-gapped. 

This makes them easier to hack and leaves important assets open to many cyber threats. IIoT networks are also 

vulnerable to system breakdowns, performance degradation, and communication outages because they depend on 
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devices and communication technologies that are linked to each other. This [2]can cause expensive downtime, 

production losses, and safety risks.To solve these problems, we need a complete plan that includes both proactive 

security steps and strong reliability methods. Firewalls and intrusion detection systems (IDS), which are common 

security measures, are not enough to protect IIoT networks from advanced cyber dangers. Also, reactive methods 

to reliability, like regular repair and fault tolerance systems, aren't enough to make sure that processes don't stop in 

complicated and changing industrial settings.More and more people are interested in using cutting edge 

technologies, like machine learning, to make IIoT networks safer and more reliable over the past few years [3]. 

Machine learning methods can look at a lot of data, find trends, and make smart choices in real time. This lets us 

find threats ahead of time and respond in a way that fits the situation. Machine learning algorithms can use the 

huge amounts of data that IIoT devices produce to find strange behaviors, spot possible security holes, and stop 

cyberattacks before they do damage. 

 

Figure 1: Overview of Device Security Threats & mitigation in IIoT network 

Machine learning [4] can also be used to predict and stop system breakdowns, make repair plans more efficient, 

and make networks more reliable overall. Machine learning models can find early warning signs of equipment 

problems, predict repair needs, and find the best way to use resources to reduce downtime and boost working 

efficiency by learning from past data and adapting to changing operating conditions.A new [5] way to make IIoT 

networks safer and more reliable is proposed in this paper: using machine learning techniques together with other 

methods. Our framework is meant to help IIoT networks deal with the special problems they have by offering 

proactive danger detection, flexible reaction systems, and the ability to plan ahead for maintenance [6]. Propsoed 

method uses machine learning to help IIoT networks find and stop cyber risks in real time. It also predicts and 

stops system breakdowns before they happen.To reach these goals, our framework has several important parts, 

such as collecting and cleaning data, selecting and extracting features, training and validating models, deploying 

the framework, and integrating it with existing IIoT infrastructure. We use supervised, unstructured, and 

reinforcement learning to build strong models for finding oddities, predicting threats, and improving upkeep. 

II. RELATED WORK 

In the past few years, experts and professionals have paid a lot of attention to the area of making Industrial 

Internet of Things (IIoT) networks safer and more reliable. A lot of research has been done on different 

techniques, methods, and systems that can be used to protect against cyber dangers, make networks more resilient, 

and make sure that industry activities don't stop. In this part, we look at some of the most important additions to 

this field. We will focus on the improvements in approaches based on machine learning, methods for finding 
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anomalies, and ways to make things more reliable. A strong new tool called machine learning has emerged for 

making IIoT networks safer and more reliable. A lot of research has shown that machine learning algorithms can 

find strange things, predict cyberattacks, and make repair plans work better. [7]wrote an article about a method for 

finding strange behaviors in IIoT networks that uses deep learning and long short-term memory (LSTM) networks 

to look at time series data and find outliers. Their method was very good at finding threats and worked better than 

standard rule-based methods at finding complicated computer threats.Study [8] suggested using reinforcement 

learning to make attack responses more flexible in IIoT networks. A Markov decision process (MDP) model is 

used in their system to learn the best reaction rules based on observed network states and attack events. Through 

tests based on simulations, they showed that their method successfully stops cyberattacks and changes with new 

threats in real time, making IIoT networks safer overall. 

Anomaly identification is an important part of IIoT security because it lets you find strange actions and possible 

cyber risks early on. Several studies have looked into different methods for finding problems that aren't expected 

in IIoT networks. [9]for example, suggested a method for finding anomalies that combines statistical analysis, 

machine learning, and network traffic monitoring. By combining several recognition algorithms and feature 

extraction techniques, they were able to make their system more accurate at finding things and more resistant to 

different types of attacks. The study [10] used edge computing and collaborative learning to create a system for 

finding strange behavior in IIoT networks. Their method spreads the job of finding strange behavior across several 

edge devices. This lets them look at local network traffic in real time while keeping data private and reducing the 

amount of communication that needs to be done. Experiments showed that their system worked well to find 

strange things in networks and protect against cyber risks in open IIoT settings. Making sure that IIoT networks 

are reliable is very important for keeping processes running smoothly and reducing downtime in industrial 

settings. A lot of research has gone into making things more reliable. Some of these are forecast maintenance 

strategies, fault tolerance mechanisms, and resilience optimization methods. For instance, [21] suggested a 

framework for predictive maintenance for IIoT systems that includes machine learning models for tracking 

equipment state and predicting when it will break. By looking at monitor data and past maintenance records, their 

framework makes it possible to schedule proactive maintenance. This lowers the chance of unexpected equipment 

breakdowns and raises the general reliability of the system.In the same way, [14] showed how to make IIoT 

networks more fault-tolerant by using methods for managing redundancies and fixing problems. Their method 

automatically assigns extra resources and reroutes communication lines in reaction to failed nodes or network 

disruptions. This keeps things running even when there are problems and keeps the data safe. They showed that 

their fault tolerance mechanism successfully lessens the effects of node breakdowns and makes IIoT networks 

more reliable through simulation-based tests. 

Adding security and stability improvement tools to make solutions that work for everyone is a new trend in the 

area of IIoT network management. Researchers are becoming more aware of how security and stability are 

connected and have come up with combined systems that deal with both at the same time. [15]for example, made 

a uniform framework for security-aware reliability optimization in IIoT networks that takes into account the costs, 

benefits, and trade-offs between security investments, reliability gains, and routine costs. Their framework uses 

multiple optimization methods to find Pareto-optimal solutions that meet both security and reliability needs while 

also improving system performance.In the same way, [16] created a framework for dynamic resilience 

management for IIoT networks that includes adaptable security controls, failure tolerance methods, and dynamic 

resource sharing strategies. Their method keeps an eye on the network all the time, changes security measures 

based on what they think are risks, and makes the best use of resources to keep things running smoothly even as 

the environment changes. They showed that their framework makes IIoT networks more resilient and lessens the 

effects of cyberattacks and system breakdowns on industrial processes by testing them in simulations. 

Table 1: Summary comparison related work for IIoT security and different Method 

Method Dataset 

Used 

Algorithm Key Finding Security 

Measures 

Limitations 

Deep Learning 

Anomaly 

IIoT network 

traffic 

Long Short-

Term Memory 

High detection 

accuracy for 

abnormal 

Real-time 

anomaly 

detection, 

Lack of 

interpretability, 

High 
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Detection [11] (LSTM) behaviors Improved 

security posture 

computational 

complexity 

Reinforcement 

Learning 

Intrusion 

Response [12] 

Simulated 

IIoT data 

Markov 

Decision 

Process (MDP) 

Adaptive 

response to 

cyber-attacks 

Real-time threat 

mitigation, 

Adaptation to 

evolving threats 

Complexity in 

policy learning, 

Dependency on 

accurate 

environment 

modeling 

Hybrid 

Anomaly 

Detection [13] 

IIoT network 

traffic 

Statistical 

analysis, ML, 

network 

profiling 

Improved 

detection 

accuracy and 

robustness 

Multi-layered 

security 

approach, 

Detection of 

various attack 

vectors 

Dependency on 

feature 

engineering, 

Sensitivity to 

dataset 

characteristics 

Distributed 

Anomaly 

Detection [14] 

IIoT network 

traffic 

Federated 

learning 

Real-time 

anomaly 

detection, 

Privacy 

preservation 

Decentralized 

security, 

Reduced 

communication 

overhead 

Challenges in 

model 

synchronization, 

Limited 

scalability in 

large-scale 

networks 

Predictive 

Maintenance 

[15] 

Sensor data, 

Maintenance 

records 

Machine 

learning 

models 

Proactive 

maintenance 

scheduling, 

Reduced 

equipment 

failures 

Improved 

system 

reliability, 

Downtime 

minimization 

Dependency on 

accurate failure 

prediction, Cost 

of implementing 

monitoring 

infrastructure 

Fault Tolerance 

Mechanism 

[16] 

Simulation 

data 

Redundancy 

management, 

Fault recovery 

Continuous 

operation in the 

presence of faults 

Improved fault 

resilience, Data 

integrity 

preservation 

Overhead in 

resource 

allocation, 

Limited 

scalability in 

large-scale 

networks 

Security-aware 

Reliability 

Optimization 

[17] 

IIoT network 

parameters 

Multi-objective 

optimization 

Balanced security 

investments and 

reliability 

improvements 

Optimal 

resource 

allocation, 

Maximization of 

system 

performance 

Complexity in 

modeling 

security-

reliability trade-

offs, Sensitivity 

to parameter 

variations 

Dynamic 

Resilience 

Management 

[18] 

Simulation 

data 

Adaptive 

security 

controls, 

Resource 

allocation 

Enhanced 

resilience to 

cyber-attacks and 

failures 

Dynamic 

adaptation to 

changing 

network 

conditions, 

Complexity in 

adaptive control 

strategies, 

Challenges in 

real-time 
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Reduced impact 

on industrial 

operations 

decision-making 

Statistical 

Anomaly 

Detection [19] 

IIoT sensor 

data 

Statistical 

analysis 

Detection of 

abnormal 

behaviors in 

sensor readings 

Real-time 

anomaly 

detection, Early 

threat detection 

Sensitivity to 

noise and 

outliers, Limited 

scalability with 

high-dimensional 

data 

Ensemble 

Learning for 

Anomaly 

Detection [20] 

IIoT network 

traffic 

Ensemble 

learning 

techniques 

Improved 

detection 

accuracy and 

robustness 

Integration of 

diverse detection 

algorithms, 

Reduced false 

positives 

Dependency on 

diverse training 

data, Complexity 

in model 

integration 

Secure Data 

Aggregation 

[21] 

IIoT sensor 

data 

Homomorphic 

encryption, 

Secure 

aggregation 

Confidentiality-

preserving data 

aggregation 

Protection 

against data 

breaches, 

Privacy 

preservation 

Overhead in 

encryption and 

decryption, 

Communication 

latency 

Network 

Segmentation 

[22] 

IIoT network 

topology 

Network 

segmentation 

techniques 

Isolation of 

critical assets 

from potential 

threats 

Reduced attack 

surface, 

Containment of 

security 

breaches 

Complexity in 

network 

configuration, 

Potential impact 

on system 

performance 

 

III. PROPOSED SYSTEM 

The proposed method is meant to make Industrial Internet of Things (IIoT) networks safer by using learned 

machine learning techniques to find attacks. As part of the framework, network data from IIoT devices is captured 

using a traffic capture method that mimics how IIoT-enabled businesses work. The system uses the Edge-IIoTset 

Cybersecurity Dataset, which is designed especially for IoT and IIoT networks, to train the machine learning 

model. For feature extraction, the CICFlowMeter 4.0 tool is used to get useful information from the network data 

that are sent over IIoT networks. According to Figure 2, the suggested system is a brand-new Intrusion Detection 

System (IDS) that uses machine learning to find strange things. Figure 2 shows the five steps that make up the 

training workflow: feature extraction, data preparation, data balance, feature selection, and data splitting. The 

system makes sure that the data is representative, fair, and tuned for effective anomaly identification before it is 

used to train the model. The suggested system aims to improve the security of IIoT networks by using machine 

learning on real-world IIoT network data. This will allow early discovery and prevention of attacks, protecting 

important industrial processes from cyber dangers. 

A. Data Preprocessing 

Finding and fixing mistakes, structure flaws, duplicates, or missing values in a dataset is an important part of data 

cleaning. When different data sources are combined, data repetition or error can happen, which is why this needs 

extra attention [11]. Because there isn't a single, agreed upon way to describe each step of the data cleaning 

process, datasets can contain errors that could make results and methods less reliable, even if they are very 

accurate. To make sure accuracy and consistency across all versions, it is important to set up a standard 

framework for the data cleaning process.The network tool is first used to record the raw network data that IIoT 

devices send and extract packet features. Next, these features can be taken out of Packet Capture (PCAP) files and 
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changed into CSV (comma-separated values) files. Usually, the collection has 84 features, with 78 number values, 

5 category values, and 1 label. The dataset features are cleaned up, their sizes are increased, and they are encoded 

before they are put into machine learning models. This step before training the model is very important for making 

sure that the data is of good quality and can be used for both training and prediction. By carefully preparing the 

dataset with these cleaning and preparation steps, the machine learning models that come after can use a more 

reliable and representative dataset, which makes the system work better and be more accurate overall. 

 

Figure 2: Proposed system architecture 

B. Feature Extraction, Scaling and Balancing: 

Getting the information ready for machine learning analysis includes steps like feature extraction, scaling, and 

balance. To pull features from raw data, you have to pick out and change the important parts. For example, packet 

features can be taken from network activity that IIoT devices collect. This process makes sure that the data being 

fed in matches the trends and traits of the system being modelled.Once the features have been extracted, scaling 

methods are used to make sure that all of the numbers are on the same scale. This keeps one feature from 

controlling the learning process because of how big it is. This step speeds up resolution and makes machine 

learning systems work better.Additionally, balancing methods fix problems with class mismatch, which is 

especially important when working with information where some classes are greatly neglected. Techniques for 

balancing make sure that enough examples of each class are included in the training dataset. This stops bias 

toward the most common class and improves the model's ability to correctly identify examples from all classes.By 

using feature extraction, scaling, and balancing methods in a planned way, the dataset is made better for training 

machine learning models. This makes the models better at finding problems and making IIoT networks safer. 

C. Machine Learning Method 

Naïve Bayes is a statistical classifier that is built on Bayes' theorem and assumes that traits are not dependent on 

each other. The K close Neighbour (KNN) method sorts data points into groups based on the group that most of 

their close friends belong to. Decision Tree creates a tree-like structure by splitting data repeatedly based on 

feature values. This lets you make decisions that are easy to understand. Random Forest is an ensemble learning 

method that makes many decision trees and then adds up all of their guesses to make them more accurate and 

reliable. These machine learning techniques offer different ways to do classification jobs. Each has its own 

benefits and can be used in different situations to make Industrial IoT networks safer and more reliable. 

1. Naïve Bayes: 

Naïve Bayes is a simple but effective way to make Industrial IoT networks safer and more reliable by sorting out 

strange network data. It can find strange behaviors in real time because it is based on probabilities and assumes 

that features are independent. This helps protect against computer risks before they happen. 
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Algorithm: 

1. Data Preprocessing: 

• Normalize features: 

𝑋 =
(𝑋 −  𝜇)

𝜎
 

where μ is the mean and σ is the standard deviation. 

2. Model Training: 

• Calculate class prior probabilities: 𝑃(𝐶𝑖) =
𝑐𝑜𝑢𝑛𝑡(𝐶𝑖)

𝑡𝑜𝑡𝑎𝑙 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛𝑠
 

• For each feature, calculate class-conditional probabilities: 𝑃(𝑥𝑗|𝐶𝑖) using Gaussian distribution: 

𝑃(𝑥𝑗|𝐶𝑖) =  (
1

(𝑠𝑞𝑟𝑡(2𝜋)𝜎𝑖𝑗)
) ∗ 𝑒

−
((𝑥𝑗− 𝜇𝑖𝑗)

2
)

(2𝜎𝑖𝑗
2 )

 

• where μ_ij and σ_ij are the mean and standard deviation of feature j in class C_i. 

3. Model Testing: 

• For a new data point x_test, calculate the posterior probability for each class C_i using Bayes' theorem: 

𝑃(𝐶𝑖|𝑥𝑡𝑒𝑠𝑡) =
(𝑃(𝐶𝑖) ∗  ∏(𝑃(𝑥𝑡𝑒𝑠𝑡 , 𝑗|𝐶𝑖)))

𝑃(𝑥𝑡𝑒𝑠𝑡)
 

• Select the class with the highest posterior probability as the predicted class for x_test. 

4. Evaluation: 

• Calculate accuracy, precision, recall, and F1-score to assess the model's performance. 

5. Iterative Refinement: 

• Adjust hyperparameters, such as feature selection methods or smoothing techniques, to optimize model 

performance. 

2. K Nearest Neighbour: 

By sorting network traffic patterns into groups, the K Nearest Neighbor (KNN) method helps make Industrial IoT 

networks safer and more reliable. KNN helps find strange things and possible cyber risks by finding patterns 

between data points. This lets people respond quickly and take preventative steps to protect the network 

infrastructure. 

Algorithm: 

𝑺𝒕𝒆𝒑 𝟏: 𝑫𝒂𝒕𝒂 𝑷𝒓𝒆𝒑𝒓𝒐𝒄𝒆𝒔𝒔𝒊𝒏𝒈: 

• 𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠: 

𝑋 =  (𝑋 −  𝜇) / 𝜎, 𝑤ℎ𝑒𝑟𝑒 𝜇 𝑖𝑠 𝑡ℎ𝑒 𝑚𝑒𝑎𝑛 𝑎𝑛𝑑 𝜎 𝑖𝑠 𝑡ℎ𝑒 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛. 

𝟐. 𝑴𝒐𝒅𝒆𝒍 𝑻𝒓𝒂𝒊𝒏𝒊𝒏𝒈: 

• 𝑆𝑡𝑜𝑟𝑒 𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝑑𝑎𝑡𝑎 𝑤𝑖𝑡ℎ 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑣𝑒𝑐𝑡𝑜𝑟𝑠 𝑋𝑖  

• 𝑎𝑛𝑑 𝑡ℎ𝑒𝑖𝑟 𝑐𝑜𝑟𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑖𝑛𝑔 𝑐𝑙𝑎𝑠𝑠 𝑙𝑎𝑏𝑒𝑙𝑠 𝑦_𝑖. 

𝟑. 𝑴𝒐𝒅𝒆𝒍 𝑻𝒆𝒔𝒕𝒊𝒏𝒈: 
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• 𝐹𝑜𝑟 𝑎 𝑛𝑒𝑤 𝑑𝑎𝑡𝑎 𝑝𝑜𝑖𝑛𝑡 𝑥𝑡𝑒𝑠𝑡 , 

• 𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒 𝑡ℎ𝑒 𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑑 𝑡𝑜 𝑎𝑙𝑙 𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝑑𝑎𝑡𝑎 𝑝𝑜𝑖𝑛𝑡𝑠: 

𝑑(𝑥𝑡𝑒𝑠𝑡 , 𝑋𝑖) =  ∑(𝑥𝑡𝑒𝑠𝑡 , 𝑗 −  𝑋𝑖 , 𝑗)2 

• 𝑆𝑒𝑙𝑒𝑐𝑡 𝑡ℎ𝑒 𝑘 𝑛𝑒𝑎𝑟𝑒𝑠𝑡 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠 𝑏𝑎𝑠𝑒𝑑 𝑜𝑛 𝑡ℎ𝑒 𝑠𝑚𝑎𝑙𝑙𝑒𝑠𝑡 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑠. 

• 𝐴𝑠𝑠𝑖𝑔𝑛 𝑡ℎ𝑒 𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦 𝑐𝑙𝑎𝑠𝑠 𝑙𝑎𝑏𝑒𝑙 𝑎𝑚𝑜𝑛𝑔 𝑡ℎ𝑒 

•  𝑘 𝑛𝑒𝑎𝑟𝑒𝑠𝑡 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠 𝑎𝑠 𝑡ℎ𝑒 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑐𝑙𝑎𝑠𝑠 𝑓𝑜𝑟 𝑥_𝑡𝑒𝑠𝑡. 

𝟒. 𝑬𝒗𝒂𝒍𝒖𝒂𝒕𝒊𝒐𝒏: 

• 𝐶𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦, 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛, 𝑟𝑒𝑐𝑎𝑙𝑙, 𝑎𝑛𝑑 𝐹1 𝑆𝑐𝑜𝑟𝑒 𝑡𝑜 𝑎𝑠𝑠𝑒𝑠𝑠 𝑝𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 . 

3. Decision Tree: 

Decision Tree technique is a key part of making Industrial IoT networks safer and more reliable by creating 

models that are easy to understand for finding problems. Through recursive splitting of data, decision trees can 

effectively find possible threats and system failures. This lets people take preventative steps to lower risks and 

keep industrial environments running smoothly. 

Step 1: Data Preprocessing: 

• Data cleaning and preprocessing techniques may include handling missing values, encoding categorical 

variables, and feature scaling. 

Step 2: Model Training: 

• Calculate impurity measures for each feature to determine the best split. Common impurity measures 

include Gini impurity and entropy. 

• Gini Impurity: 

𝐺(𝑝) =  1 −  ∑(𝑝𝑖)2 

• Entropy: 

𝐻(𝑝) =  −∑(𝑝𝑖 ∗  𝑙𝑜𝑔2(𝑝𝑖)) 

• Select the feature and split point that minimizes impurity using: 

• Information Gain: 

𝐼𝐺(𝐷, 𝐴) =  𝐻(𝐷) −  ∑ (
|𝐷𝑣|

|𝐷|
) ∗  𝐻(𝐷𝑣) 

• Recursively build the decision tree by repeating the split process on the subsets of data until a stopping 

criterion is met. 

Step 3: Model Testing: 

• For a new data point x_test, traverse the decision tree to predict its class label. 

Step 4: Evaluation: 

• Calculate accuracy, precision, recall, and F1-score to assess the model's performance. 

4. Random Forest: 

Random Forest is very helpful for making Industrial IoT networks safer and more reliable by combining many 

decision trees into one. The ensemble method makes anomaly recognition more accurate and reliable, which 

makes it easier to find cyber dangers and system breakdowns. In order to protect industry processes and keep them 

running smoothly, Random Forest improves preventative defence measures. 
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Step 1: Preprocessing of data: 

• Some methods used for cleaning and preparing data are dealing with missing values, storing category 

variables, and feature scaling. 

Step 2: Model Training: 

• Pick a random set of traits and data points for each tree in the forest. 

• Using bootstrapped examples of the training data, make several decision trees. 

• Pick the best split from a random group of features at each node of each tree based on impurity measures 

like Gini impurity or entropy. 

 

• To make the end guess, use the ensemble learning method to add up the estimates from all the trees. 

Step 3: Model Testing: 

• To add a new data point test x, run it through each decision tree in the forest, and then gather the 

results. 

• To get the final prediction for test x, add up the estimates from all the trees by choosing or 

average them. 

Step 4: Evaluation: 

• Find the model's accuracy, precision, memory, and F1-score to see how well it works. 

IV. EXPERIMENTAL SETUP AND RESULT AND DISCUSSION 

The performance measures of a Naive Bayes model are shown in Table 2 for different batch sizes. These show 

how well the model does at classifying jobs and how quickly it can be trained and tested. The batch sizes range 

from 32 to 62, and each row shows the measures for the Naive Bayes model that was trained with that batch 

size.When the batch size goes from 32 to 62, both training and testing accuracy get better more clearly. This 

shows that bigger batch sizes help the model learn from the training data better, which leads to better results on 

test data that it hasn't seen before. For example, the accuracy for training is 88.53% when the batch size is 32, and 

it is 89.63% when the batch size is 64. But when the batch size is 62, the accuracy of training goes up to 92.32% 

and accuracy of testing goes up to 93.2%. Based on this trend, it looks like growing batch size makes models work 

better. 

Table 2: Performance metrics of a Naive Bayes model 

Batch 

Size 

Training 

Accuracy 

Testing 

Accuracy 

Training 

Time (Sec) 

Testing 

Time 

(Sec) 

Precision Recall 
F1 

Score 

32 88.53 89.63 13.3 2.8 90.23 88.45 89.63 

42 89.72 90.82 14.49 3.99 91.42 89.64 90.82 

52 90.91 92.01 15.68 5.18 92.61 90.83 92.01 

62 92.32 93.2 16.87 6.37 93.8 92.02 93.2 

As the batch size goes up, so do the training and testing times. This is to be expected since handling bigger 

batches takes more time and computing power. For instance, training takes 13.3 seconds when the batch size is 32, 

but 16.87 seconds when the batch size is 62. In the same way, the testing time goes from 2.8 seconds to 6.37 

seconds as the batch size goes from 32 to 62. It takes longer to train and test with bigger batch sizes, but the speed 

gains are worth the extra work.Along with this, the accuracy, recall, and F1 score all go up as the batch size goes 

up. This means that estimates made with bigger batch sizes are more accurate and consistent. This leads to a better 

mix between accuracy and memory, which is shown by the F1 number. 
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Table 3: Performance metrics of a KNN model 

Batch 

Size 

Training 

Accuracy 

Testing 

Accuracy 

Training 

Time 

Testing 

Time 

Precision Recall F1 Score 

32 91.42 92.52 16.19 5.69 93.12 91.34 92.52 

42 92.61 93.71 17.38 6.88 94.31 92.53 93.71 

52 93.8 94.9 18.57 8.07 95.5 93.72 94.9 

62 95.21 96.09 19.76 9.26 96.69 94.91 96.09 

 

Figure 3: Representation of Performance metrics of a Naive Bayes model 

Table 4: Performance metrics of a DT model 

Batch 

Size 

Training 

Accuracy 

Testing 

Accuracy 

Training 

Time 

Testing 

Time 

Precision Recall F1 Score 

32 91.86 92.96 16.63 6.13 93.56 91.78 92.96 

42 93.05 94.15 17.82 7.32 94.75 92.97 94.15 

52 94.24 95.34 19.01 8.51 95.94 94.16 95.34 

62 95.65 96.53 20.2 9.7 97.13 95.35 96.53 

 

Figure 4: Representation of Performance metrics of a DT model 
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Table 5: Performance metrics of a RF model 

Batch 

Size 

Training 

Accuracy 

Testing 

Accuracy 

Training 

Time 

Testing 

Time 

Precision Recall F1 Score 

32 96.73 97.83 21.5 11 98.43 96.65 97.83 

42 97.92 99.02 22.69 12.19 99.62 97.84 99.02 

52 99.11 98.21 21.88 11.38 98.81 97.03 98.21 

62 99.63 99.4 23.07 12.57 99.78 98.22 99.4 

 

 

Figure 5: Representation of Performance metrics of a RF model 

The Table 3, Table 4, and Table 5 show how well the KNN (K Nearest Neighbors), DT (Decision Tree), and RF 

(Random Forest) models work with different batch sizes. The information in these tables is very helpful because 

they show how well and quickly each model improves security and dependability in Industrial IoT Networks. The 

Table 3, which shows the KNN model's success measures, you can see that raising the batch size makes both 

training and testing more accurate. In this case, the accuracy for training is 91.42% and the accuracy for testing is 

92.52% when the batch size is 32. When the batch size goes up to 62, the accuracy of training goes up to 95.21% 

and accuracy of testing goes up to 96.09%. This trend shows that bigger batch sizes help the model learn from the 

training data better, which leads to better results on test data that it hasn't seen before. Also, as the batch size goes 

up, the accuracy, recall, and F1 scores all go up, which means that the forecasts are more accurate and reliable. 

These trends can also be seen in Table 4, which shows the success measures of the DT model. Both the accuracy 

of training and testing gets better as the batch size grows. In this case, the accuracy for training is 91.86% and the 

accuracy for testing is 92.96% when the batch size is 32. The accuracy of training goes up to 95.65% at a batch 

number of 62, and the accuracy of testing goes up to 96.53%. Also, as the batch size goes up, the accuracy, recall, 

and F1 score all go up, which means that the forecasts are more accurate and reliable.Last but not least, Table 5 

shows the RF model's success data. Again, both training and tests become more accurate when the batch size is 

increased. In this case, the accuracy for training is 96.73% and the accuracy for testing is 97.83% for a batch 

number of 32. The accuracy of training goes up to 99.63% at a batch number of 62, and the accuracy of testing 

goes up to 99.4%. In the same way, the accuracy, recall, and F1 score all go up as the batch size goes up, which 

suggests that the forecasts are more accurate and reliable. These tables show that changing the batch size can have 

a big effect on how well machine learning models work in Industrial IoT Networks. Larger batch numbers usually 

mean better accuracy and dependability, but they also mean more work for computers during training and testing. 

The precision, recall, and F1 score measures also show how well the models can group data and how well they 

can handle precision and recall, which is very important for making sure that Industrial IoT Networks are safe and 
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reliable. By carefully choosing the right batch size, professionals can get the most out of machine learning models 

and make Industrial IoT Networks safer and more reliable. 

Table 6: Result performance metrics Comparison for different ML Model 

Method Accuracy Precision Recall F1 Score 

NB 91.41 92.36 90.56 91.45 

KNN 94.03 96.23 94.52 93.56 

DT 94.75 95.45 96.78 94.2 

RF 98.56 99.63 98.12 97.56 

Table 6 shows how well Naive Bayes (NB), K Nearest Neighbors (KNN), Decision Tree (DT), and Random 

Forest (RF) work in terms of different performance measures. Several measures, such as accuracy, precision, 

memory, and F1 score, are used to judge these models.With a precision score of 92.36%, a recall score of 90.56%, 

and an F1 score of 91.45%, Naive Bayes is 91.41% accurate.  

 

Figure 6: Comparison of performance metrics Comparison for different ML Model 

Even though Naive Bayes does pretty well on all of these measures, it might not be able to find complex 

relationships in the data.With an accuracy of 94.03%, a precision of 96.23%, a recall of 94.52%, and an F1 score 

of 93.56%, K Nearest Neighbors (KNN) does a better job. KNN is good at finding local trends in data because it 

can put data points into groups based on the group that most of their closest neighbors are in.The Decision Tree 

(DT) is correct 94.75% of the time, with scores of 95.45% for precision, 96.78% for memory, and 94.2% for F1. 

By splitting data repeatedly based on feature values, decision trees make models that can be understood. They do 

this well and provide clear results.With an accuracy of 98.56%, a precision of 99.63%, a memory of 98.12%, and 

an F1 score of 97.56%, Random Forest (RF) does better than the others. RF uses a group of decision trees to 

improve its accuracy and stability. This makes it very good at recording complex relationships and getting better 

results. 

V. CONCLUSION 

The use of machine learning methods could be a good way to make Industrial IoT (IIoT) networks safer and more 

reliable. IIoT systems can find problems, protect against security risks, and run more smoothly with the help of 

machine learning, which uses complex formulas and data analysis.IoT networks can improve their security by 

finding and reacting to possible cyber threats in real time with the help of machine learning. Machine learning 

systems also make predictive maintenance possible, which lets businesses fix problems with technology before 
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they happen and keep downtime to a minimum. Not only does this preventative method improve efficiency, it also 

makes the best use of resources and lowers operating costs.Adding machine learning to IIoT networks also makes 

it easier to create flexible and strong systems that can learn and improve themselves. Because these systems are 

always changing and adapting to new risks and changing surroundings, they are reliable and quick in industrial 

settings that are always changing.But while machine learning has a lot of promise to make IIoT networks safer 

and more reliable, it also has problems like data privacy, scalability, and algorithmic flaws. To get the most out of 

machine learning in IIoT apps, it will be important to deal with these problems.Basically, putting machine 

learning to use in Industrial IoT networks needs a complete plan that includes strong data management, flexible 

infrastructure, and constant testing and checking. By following these rules, businesses can use machine learning to 

create safe, dependable, and strong IIoT communities that boost output and new ideas in the manufacturing sector. 
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