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Abstract—Microblogging and Social media platforms like twitter, Facebook, etc. are very much popular among the youth. One can 

easily post any thought anytime using these platforms. Many times these posts belong to radical messages. These radical posts are one 

of the major social issues. This problem affects people everywhere in the world. This fosters a hostile, contentious, and discouraging 

atmosphere, which easily impacts the youth. Social media is the primary platform for radical people. They are using this as a weapon 

to spread their propaganda. It is important to quickly find and stop these radical messages on social media. In this article we proposed 

hybrid deep learning model DCLSNet using whale optimization technique for timely detection of radical message. We compared the 

performance of different baseline deep learning models with this model. This model outperforms than the baseline deep learning 

models. The F1-Score is 0.96 of DCLSNet. Further we used BERT, DistilBERT and RoBERTa transformer. BERT, RoBERTa and 

DistilBERT F1-Scre is 0.94, 0.95 and 0.92 respectively. These transformers have to be fine-tuned on the training data and then their 

performance is almost as good as DCLSNet in term of accuracy and F1-Score. But the complexities of these transformers are very 

higher than the proposed model. The proposed hybrid model is consuming low computing resources. It can be used by the 

administrators to detect the radicalization timely. 

Keywords—Radicalization, sentiment analysis, Deep learning, Twitter, social media, terrorism, extremism, DCLSNet- 

Deep CNN LSTM Network.  

 

I.INTRODUCTION 

Social media enjoys immense popularity among people. Facebook witnesses a staggering more than two lakh 

status alterations every minute, and Twitter registers over half a million tweets posted within the same 

timespan[1][2]. With billions of users, social media provides a platform to reach a vast audience quickly, 

making it the preferred choice for radicalization. Radical person aims to promote their agenda through social 

media by disseminating extremist content and misleading young individuals. These posts on social media affects 

people sentiments. Social media users often use abbreviations in their posts to spread their ideas, making it hard 

to understand what they mean. Many radical groups use social media to push their agendas, and they have a lot 

of followers. These followers regularly post extreme messages to influence others. When these groups take 

action, their supporters flood social media with thousands of posts all at once. They propagate hatred by 

disseminating their content through platforms like twitter, Facebook, etc. Additionally, various online blogs [3]  

run by these organizations are dedicated to promoting hatred [4]. They employ various tactics to attract young 

individuals.  

Initial efforts to combat online radicalization began by influencing people. [5]. Early detection methods relied on 

manual techniques, as advanced technologies were not readily available. Automated identification methods were 

introduced after 2006 [6]. By 2013, Machine Learning techniques were used for automatic detection, coinciding 

with the rapid increase in social media users. Data from platforms such as YouTube, Facebook, and Twitter 

were collected for training ML models. SVM and Naïve Bayes algorithms demonstrated promising performance 

[7]. Concurrently, deep learning techniques gained popularity in various NLP process due to their effective 

feature extraction capabilities. Today, transformer models like BERT and RoBERTa have become the state-of-

the-art solutions for numerous NLP tasks. 

Sentiment analysis and opinion mining is one of the most used technique to get the sentiment of the people. 

Sentiment analysis classifies the sentiments of the people in different classes. These classes can be categorized 

in binary, ternary or multiple for example positive/negative, positive/neutral/negative or highly-positive/highly-
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negative/ positive/neutral/negative. Sentiment analysis is used in many fields like politics, product reviews, 

healthcare, drug reviews etc. Many organizations specially have the procedure to get the review from their 

consumers to know their sentiments. So, that these companies can correct the product or services as per the 

consumer needs. This data is personal to them. But people have another place—social media—where they can 

post their thoughts about products, services, and the situations surrounding them.  

Identifying radicalization is a challenging task. There are very few datasets available to help with this, and they 

often lack labels. To create a system for spotting radical behavior online, we first need to mark and categorize 

these datasets. To stop radical users and their posts on social media, we need a fast and accurate system that can 

quickly recognize and report them. There should be an AI technique that can detect and prevent these kind of 

messages timely. The efforts to detect and prevent such messages were initiated but couldn’t provide state-of-

the-art solution. In this article we develop a deep learning model DCLSNet. It is one of the finest model that 

compete transformers performance with a few resource usages. This model can detect and classify the radical 

messages in to positive, negative, and neutral classes.  Positive class confirms that the message is not radical and 

does not harm the society. Neutral class identifies that the message is not harming the society however the 

message can be radical. Negative class identifies that the message is radical and such kind of messages must be 

identified and removed.   

 

A. Contribution of the research 

• The purpose of this research is to develop an efficient deep learning model that consume very few 

resources and detect the radical messages from social media. 

• This study proposes DCLSNet hybrid deep learning model using whale optimization ) [8]. This 

technique provides best hyper-parameters. The layered architecture of DCLSNet is shown in Fig. 1. 

• This study explores the different embeddings techniques of NLP for example –Trainable-Embedding-

layer (WE-1) and Glove(WE-2). 

• This study compares the proposed model with other baseline deep learning models (LSTM, GRU, Bi-

LSTM) as well as state of the art transformers (BERT, RoBERTa, DistilBERT). 

 
Fig. 1. DCLSNet Layered Architecture  

II. RELATED WORK 

Research on online radicalization can be categorized into three main areas, as identified by [9]: analysis, 

detection, and prediction. Additionally, the authors explore the nuances of automatic extremist detection and 

content prediction. This analysis underscores the deficiencies in online radicalization monitoring, which include 

a lack of validated data, limited researcher collaboration, the changing landscape of extremist language, and 
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ethical concerns. 

A critical foundation for radicalization research is the analysis of hate speech. Consequently, conducting a 

comprehensive literature review becomes imperative when identifying hate speech, as emphasized by [10]. This 

study delves into the characteristics of hate speech and proposes a new definition. Research efforts are divided 

into distinct categories, such as racism, sexism, and prejudice against refugees. However, the limited availability 

of publicly accessible datasets poses a challenge. Researchers also face difficulty in determining the most 

effective categorization techniques, as different scholars employ diverse measures and datasets. As highlighted 

by Fortuna et al., for scholars engaged in the field of online radicalization, comparing datasets, methodologies, 

and metrics is of paramount importance. 

Furthermore, Al-Hassan et al. (2019) raised fundamental questions regarding hate speech and the identification 

of hate speech[11]. Unfortunately, they did not provide the dataset or any validation method for their dataset. 

Their study primarily focuses on the challenges of detecting Arabic hate speech within the Arabic context. 

Notably, previous research has not adequately concentrated on dataset analysis or performance metrics, as 

evidenced in references [9]-[11]. 

Correa and Sureka highlight the objective of online radicalization studies, which is to provide valuable data for 

enhancing the decision-making processes of law enforcement agencies (LEAs). These studies primarily 

encompass two categories of analysis: content-based and network-based methods [12]. 

To categorize publications related to detection, techniques such as web mining and text mining can be employed 

[12]. While text classification strategies aim to construct classification models [13], often combined with 

additional factors like social dynamics [13],[14] web mining studies focus on the identification of radical online 

content, using methods like targeted scanning [15]. 

To gain a deeper understanding of online radicalization, various forms of analysis, including content-based and 

network-based approaches, have been recommended for detection. Content-based analysis scrutinizes multiple 

facets of radical texts, encompassing emotions, themes, and aesthetic attributes, while network analysis delves 

into social connections. 

Numerous studies have delved into prediction. For instance, Ferrara et al. propose a machine learning approach 

for detecting extremist supporters, predicting the adoption of extremist content, and forecasting communication 

with terrorists (direct message replies) [16].  

This framework considers three feature categories: temporal, network-related, and user activity. Agarwal and 

Sureka focus on two aspects: the automated detection of web-based radicalization and the prediction of events 

linked to violent incidents[17]. Most studies leverage spatiotemporal variables as discriminative factors for 

event prediction. López-Sáncez et al. introduce a method for predicting the likelihood of radicalization, 

suggesting the creation of alerts based on users' observed propensity for radicalization and the emotional impact 

of the re-tweets they receive [6]. 

Sentiment analysis has yielded valuable insights, particularly in understanding the radicalization process. For 

example, in the process of radicalization, users tend to discuss political topics before becoming active, 

frequently using terms with negative connotations. Once they become active, there is a shift towards using more 

religious terminology [13]. 

Furthermore, the public's response to a terrorist attack is a significant factor. Dewan et al. conducted an analysis 

of sentiment in Facebook posts, encompassing both text and image analysis[18]. They observed that the 

sentiment in textual posts initially started as negative but eventually shifted towards positive. In contrast, the 

sentiment in shared images began positively but turned negative within a few hours. 

While many studies emphasize the significance of sentiment features [19], [20], and [21], other experiments [22] 

indicate that sentiment features, including word unigrams with sentiment, do not outperform the use of unigrams 

alone for classification. 

A.  Comparison 

We compared our findings with prior research as shown in Table 1. Most previous studies employed traditional 

machine learning classifiers like SVM, MaxEnt, and NB, known for their faster training times. These models 

often achieve lower performance metrics (accuracy, F1-score, precision, recall) compared to recent deep 

learning approaches. in the above table we can see that deep learning models as well as transformer models were 

used by many authors recently, but they could not reach towards the correct hyper-parameters so their 

performance was low. In proposed model we use a different technique, which is whale optimization to identify 
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the correct hyper-parameters and achieve state-of-the-art performance. 

TABLE I.  : COMPARISON OF PROPOSED APPROACH WITH PREVIOUS APPROACHES 

 
Author Method Description/ Findings Application Dataset Performance 

A. A. Ahmed  et 

al. (2023) 

[23] 

NB, SVM, KNN, DT, RF, ANN 

with Unigram, bi-gram and 

trigram 

SVM with Unigram produced highest 

accuracy: 81.097 and NB is with Bi-gram 

produced second highest accuracy:78.048 

and show TF-IDF is the best feature 

extractor b/w TF & TF-IDF. 

extremism 

detection 

ALSA- Arabic 

tweets 

ACC:81.09 

M. Gaikwad et al. 

(2022) 

[24] 

BERT, RoBERTa, and 

DistilBERT 

DistilBERT    - F1 SCORE 0.72 , Accuracy 

- 0.72, RoBERTa - F1 SCORE 0.71 , 

Accuracy - 0.68 

Radical Detection MWS-Merged ISIS 

& White 

supermasist 

Highest F1 

SCORE 72 

Saini. et al. (2021) 

[25] 

Machine Learning : SVM, 

LBoosting, RF, MaxEnt were 

used 

Online conversations on terrorism 

recruitment or creating new links for 

recruitment . 

Radical 

Recruitment 

detection 

Five dark web 

discussion forums 

 

S. R. 

Muramudalige et 

al. (2021) 

[26] 

Graph Search Algo similarity 

based user and group matching. 

Created PINGS open source 

library 

Algo are used on three datasets and results 

are accurate. 

Radical Detection Radicalization 

Dataset, Mimic  

dataset, crime 

dataset 

 

J.-d.-J. Rocha-

Salazar  et al. 

(2021) 

[27] 

Phase-1: fuzzy logic is applied. 

Phase-2: unsupervised 

clustering is applied. Phase-3 

introduce abnormality indicator 

applied to the riskiest cluster. 

prediction cost, humor effort cost and 

research cost is reduced. 

predicting terrorism 

funding & money 

laundering 

Data collected from 

Mexico Financial 

Institution 

 

Kaur et al. (2019) 

[28] 

SVM, RF, MaxEnt, LSTM classified into three classes Radical(R), 

Non-Radical (NR) and Irrelevant (I), LSTM 

achieved best precision: 85.90% 

Radical Detection news, articles and 

blogs 

PRECISION: 85 

Fernandez et al. 

(2018) 

[14] 

propose a computational 

approach for detecting 

radicalization, used J48, NB, 

LogR, CF algorithm 

classified 112 pro-ISIS vs.112 “general" 

Twitter users. Performance of classifiers is:  

f1 score is 0.9 and Precision is in between 

0.7 to 0.8 

Radical Detection tweets F1- 90 

Barhamgi et al. 

(2018) 

[29] 

semantic web and domain 

ontologies 

Messages and posts on social networks can 

be automatically mined for radicalization 

signs using semantic web and domain 

ontologies. 

Radical Detection 
  

Proposed Model DCLSNet with Glove and 

Trainable Embeddings 

Radical Messages and Post on Twitter. 

CNN + LSTM with trainable Word 

embedding ACC: 94  and CNN + LSTM 

with Glove embedding ACC: 96 

Radical Detection tweets ACC: 96 

F1-Score: 96 

 

III.MATERIALS AND METHODS 

Our main focus lies in understanding the sources of radical messages and the language employed within these 

messages. Specifically, we aim to pinpoint web blogs and social media posts that disseminate radical content 

and identify phrases that are more strongly associated with one category than another. The primary aim of this 

study is to detect radicalization and provide timely information to relevant authorities. 

We used RNN, LSTM, Bi-LSTM, GRU and hybrid model DCLSNet using whale optimization and test the 

model performance on the radicalization dataset. We are planning to predict the radical messages so that it could 

be blocked by the social media platforms. We also used transformers like BERT, RoBERTa, DistilBERT on the 

same dataset and compare the performance with aforesaid models. 

A. Dataset Preparation  

In this field, the availability of datasets is quite limited, and many existing datasets lack annotations. Some of the 

datasets we've compiled include the ISIS dataset, which was sourced from Kaggle. It contains 17,410 Twitter 

messages from various pro-ISIS users and their followers. However, this dataset lacks class labels, so it 

necessitates the assignment of classes for computational purposes. 

Another dataset is the Terrorism Incidents available on kaggle, comprising 38998 records of various activities. 

To create a comprehensive dataset, we merged all the datasets. Subsequently, we kept common attributes. Then 

we have performed data-pre-processing to clean the text messages. we have used python- TextBlob[30], and 

VADAR[31] library to annotated all the text, messages, and tweets into three classes: Positive, Negative, and 

Neutral. Dataset preparation steps are show in the Fig. 2.  Final distribution of the classes is represented in the 

Table II.  
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TABLE II.  LABEL COUNT OF THE DATASET 

Label Description Count Ratio 

Positive Indicate the Non-violent Radical text. 17026 30.18 

Negative Indicate the Violent Radical text. 20449 36.25 

Neutral Indicate the text is not Radical. 18934 33.56 

 

 

Fig. 2. : Dataset Preparation Steps 

 

a. Text Pre-processing 

This data is imbalanced for training purposes. First we applied text pre-processing steps to the dataset described 

below. In text processing we have removed duplicate messages. After removal of duplicate review, we got 

16741 positive labels. Then we apply the random removal method on the negative and neutral class balance. 

After removing extra records, we have 16741 records in each class. Now our data is well balanced. 

In the Fig. 3 we have plotted a graph in which we have shown the top radical words and non-radical words with 

their frequencies. We can see some of the words comes under both category, so we can easily understand that 

we cannot apply any method that is calculating polarity by looking words only. we have to capture the entire 

sequence context so that we could get more accurate classification. In the Fig. 4 we have created word-cloud. 

Word-cloud help us to identify key terms and their importance in the dataset. In word cloud one can easily 

understand the nature of words in the dataset. 

In our model, we employ a sophisticated approach to harness data features, combining a 1-D Convolutional 

Neural Network (CNN) with Long Short-Term Memory (LSTM) for a substantial enhancement in various 

performance metrics, including accuracy, F1-score, precision, and recall. 

B. Proposed Model - DCLSNet 

In our model, we employ a sophisticated approach to harness data features, combining a 1-D Convolutional 

Neural Network (CNN) with Long Short-Term Memory (LSTM) for a substantial enhancement in various 

performance metrics, including accuracy, F1-score, precision, and recall. 

Specifically, our model features a 1-D CNN layer configured with a kernel size of 3 and 32 filters, 

complemented by a Rectified Linear Unit (ReLU) activation function. This powerful combination excels at 

extracting meaningful patterns from the data. The resulting feature map from the CNN is then subjected to a 
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pooling layer, with a pooling size of 2, to further distill the most salient information.  

 

Fig. 3. : Frequency of radical and non-radical words from the dataset 

 

Fig. 4. : Word Cloud of the top words from the dataset 

The convolution operation for each filter 𝑓  (where  𝑓 = 1, 2, ..., 32 ) can be expressed as: 

𝑍𝑓(𝑡) = 𝑅𝑒𝐿𝑈 (∑ 𝑊𝑓(𝑖)
𝑘−1

𝑖=0
⋅ 𝑋(𝑡 + 𝑖) + 𝑏𝑓  ) (1) 

Here, 𝑊𝑓  represents the weights of the filter 𝑓,  𝑏𝑓  is the bias term, and  t  is the time step. The result is a 

feature map 𝑍  with 32 channels. 

The pooling operation typically max-pooling can be represented as: 

𝑃𝑓(𝑡) = 𝑚𝑎𝑥 (𝑍𝑓(2𝑡), 𝑍𝑓(2𝑡 + 1))   (2) 

Here 𝑃𝑓is the pooled feature map for the filter 𝑓. 

Subsequently, the output of the pooling layer is directed to the LSTM layer, enabling the model to effectively 

capture and utilize both short-term and long-term dependencies within the data, a critical aspect of improving 

performance in tasks that benefit from sequential information processing. This architecture has proven to be 
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highly effective, yielding superior results across accuracy, F1-score, precision, and recall, making it a valuable 

asset in a wide range of applications. The operation of passing pooled features in LSTM can be represented as: 

𝑓𝑡 =  𝜎(𝑊𝑓  . [ℎ𝑡−1, 𝑃𝑡] +  𝑏𝑓)  (3) 

𝑖𝑡 =  𝜎(𝑊𝑖  . [ℎ𝑡−1, 𝑃𝑡] + 𝑏𝑖)  (4) 

𝐶𝑡̃ =   𝑡𝑎𝑛ℎ(𝑊𝑐  . [ℎ𝑡−1, 𝑃𝑡] +  𝑏𝑐)  (5) 

𝐶𝑡 =   (𝑓𝑐 . 𝐶𝑡−1 + 𝑖𝑡 . 𝐶𝑡̃)   (6) 

𝑂𝑡 =  𝜎(𝑊𝑜  . [ℎ𝑡−1, 𝑃𝑡] + 𝑏𝑜)  (7) 

ℎ𝑡 = 𝑂𝑡 . 𝑡𝑎𝑛ℎ(𝐶𝑡)   (8) 

Where 𝑓𝑡 represent the output of forget gate, 𝑖𝑡  represent the output of input gate, 𝐶𝑡̃represent the output of cell 

candidate, 𝐶𝑡 represent the output of cell state, 𝑂𝑡 represent the output of output gate, and ℎ𝑡 represent the output 

of the hidden state. The output ℎ𝑡  from the LSTM layer effectively captures both short-term and long-term 

dependencies in the data. we have passed the output ℎ𝑡 on the next LSTM layer which produce the final output 

H.  

On the last the network has a dense layer. This layer has a Soft-max activation function to classify the text into 

three classes. This can be represented as: 

𝑦 =  𝜎(𝑊𝑑  . 𝐻𝑇 +  𝑏𝑑)   (9) 

Where 𝑊𝑑 is the matrix of weights 𝐻𝑇  is the output of final LSTM layer and 𝑏𝑑is bias vector. The output of 

dense layer y has the scores of each class i. the soft-max function converts these scores into probability of these 

class. This can be represented as: 

𝑦̂𝑖 =
ⅇ𝑥𝑝(𝑦𝑖)

∑ ⅇxp (𝑦𝑗)
3

𝐽=1

   (10) 

This sequence of operations completes the process of classifying the input data into one of three classes using 

the final dense layer with soft-max activation. The soft-max output 𝑦̂𝑖 provides the probability distribution over 

the three classes, allowing the model to make a final classification decision based on the highest probability. 

C. Whale optimization technique 

Whale optimization technique(WOT) is inspired by nature. As the whale finds prey, it encircles and attack it. 

Whale always explore the location of their prey. The Algorithm is also start with different parameters 

initialization for many whales. It tries to compare the performance outcomes using different whale parameters. It 

continuously updates the location of the best whale based on performance. The algorithm iterates until it finds 

the best parameters for the optimal whale. Finally, we can use these parameters in the models [8] [32].  

 

--------------------------------------------------------------------------------------------------------------- ----------- 

Whale optimization technique 

----------------------------------------------------------------------------------------------------------------- --------- 

𝑏𝑒𝑠𝑡_𝑝𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 =  0 
𝐼𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒 𝑤ℎ𝑎𝑙𝑒_𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑤𝑖𝑡ℎ 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒𝑑 𝑤𝑖𝑡ℎ 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡 𝑣𝑎𝑙𝑢𝑒𝑠 
𝐹𝑜𝑟 𝑙𝑜𝑜𝑝 𝑡𝑜 𝑖𝑡𝑒𝑟𝑎𝑡𝑒 𝑢𝑝𝑡𝑜 𝑤ℎ𝑎𝑙𝑒_𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛: 
𝑆𝑒𝑙𝑒𝑐𝑡 𝑜𝑛𝑒 𝑤ℎ𝑎𝑙𝑒 
𝐶𝑟𝑒𝑎𝑡𝑒 𝑎 𝑚𝑜𝑑𝑒𝑙 𝑤𝑖𝑡ℎ 𝑤ℎ𝑎𝑙𝑒 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 
𝑡𝑟𝑎𝑖𝑛 𝑡ℎ𝑒 𝑚𝑜𝑑𝑒𝑙 
𝐸𝑣𝑎𝑙𝑢𝑎𝑡𝑒 𝑡ℎ𝑒 𝑝𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 𝑜𝑛 𝑡𝑒𝑠𝑡 𝑠𝑒𝑡 
𝐼𝑓 𝑝𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 >  𝑏𝑒𝑠𝑡_𝑝𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒: 
𝑏𝑒𝑠𝑡_𝑤ℎ𝑎𝑙𝑒 =  𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑_𝑤ℎ𝑎𝑙𝑒 
 
𝑖𝑓 𝑏𝑒𝑠𝑡_𝑤ℎ𝑎𝑙𝑒 𝑓𝑜𝑢𝑛𝑑: 
𝑢𝑝𝑑𝑎𝑡𝑒 𝑛𝑢𝑚𝑒𝑟𝑖𝑐𝑎𝑙 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 
 
𝑇𝑟𝑎𝑖𝑛 𝑡ℎ𝑒 𝑓𝑖𝑛𝑎𝑙_𝑚𝑜𝑑𝑒𝑙 𝑤𝑖𝑡ℎ 𝑏𝑒𝑠𝑡_𝑤ℎ𝑎𝑙𝑒 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 
--------------------------------------------------------------------------------------------------------------------------     

D.  BERT Bidirectional Encoder Representations from Transformers  

Bidirectional Encoder Representations for Transformers (BERT) use the transformer attention model and 

employs an encoder-decoder architecture [33]. BERT processes text sequences in both left-right and right-left 
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ways. This makes BERT efficient and accurate. BERT’s achieved state-of-the-art performance in wide range of 

NLP problems. It has been trained on huge corpus of text and we can use it to fine tune on smaller dataset so 

that we can achieve the better performance in the domain of radicalisation. 

E. Feature Extraction 

Deep learning techniques have introduced a powerful approach for embedding, with word embedding being one 

of the standout methods. This technique has gained widespread favour among practitioners in the field of deep 

learning, including our own work, where we leverage it to extract essential features. In addition to word 

embedding, we have harnessed another word vectorization method, Glove, to further enhance our feature 

extraction capabilities. Remarkably, we've trained our model to effectively utilize both of these input sources. 

Glove(WE-2) and trainable word embedding(WE-1) stand as prominent techniques for feature extraction from 

textual data. They excel in capturing the contextual nuances of sentences and transforming them into meaningful 

feature vectors. It's important to note that deep learning algorithms, as described earlier, aren't inherently 

compatible with textual inputs. To bridge this gap, we've undertaken the crucial task of converting these textual 

inputs into numerical vectors. Our approach involves establishing a vocabulary based on the dataset and 

ensuring uniform sentence lengths through padding. Subsequently, we've applied both Glove and word 

embedding, yielding two distinct feature vector representations. 

a. Conv-1D feature Extraction 

Further the deep learning models have the capacity to generate the features itself. The 1D Convolutional neural 

network is extracting features from the textual data where the temporal and spatial relationships between 

elements are important. Let the input sequence X with length L and feature dimension F: 

𝑋 = [𝑥1, 𝑥2, 𝑥3 … . 𝑥𝐿]  𝑤ℎ𝑒𝑟𝑒 𝑥𝑖  ∈ ℝ𝐹 (11) 

 

A 1D convolution operation involves a kernel (or filter) that slides over the input sequence. The kernel has a size 

K and the same feature dimension F: 

𝐾 = [𝑘1, 𝑘2, 𝑘3 … . 𝑘𝐿]  𝑤ℎ𝑒𝑟𝑒 𝑘𝑖  ∈ ℝ𝐹 (12) 

The convolution operation for a given position 𝑡 can be represented as: 

(X ∗ K)𝑡 = 𝑅𝑒𝐿𝑈(∑ Xt+1−1
𝐾
𝑖=1 ⋅ 𝐾𝑖  ) (13) 

As the kernel slides across the input sequence, it generates a feature map F After the convolution activation 

function ReLU is applied to introduce non-linearity. 

1D convolutional layer extracts features from the input sequence by applying a kernel across the sequence. The 

result of the convolution operation is passed through an activation function to introduce non-linearity, and 

optionally, a pooling layer can be applied to reduce the dimensionality of the feature map while retaining the 

most significant features. This process allows the CNN to learn and extract important patterns from sequential 

data. 

b. LSTM feature extraction 

The mathematical operations as shown in the equation number (3) to (8) within the LSTM cell enable it to learn 

and remember important patterns over long sequences, making it highly effective for tasks involving sequential 

data. 

c. BERT feature extraction  

BERT is based on the Transformer architecture, specifically the encoder part of the Transformer. It leverages 

self-attention mechanisms to learn contextual relationships between words in a text. Following is the example of 

BERT tokenization and embedding- 

Given an input sequence, e.g., "I love machine learning": 

Tokenization: 

Tokens = [[CLS], I, love, machine, learning, [SEP]] 

Embedding: 

Combine token, segment, and position embeddings. 

𝐸 = [ 𝐸[𝐶𝐿𝑆], 𝐸𝐼 , 𝐸𝑙𝑜𝑣𝑒 , 𝐸𝑚𝑎𝑐ℎ𝑖𝑛𝑒 , 𝐸𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔 , 𝐸[𝑆𝐸𝑃] ]  

𝐸[𝐶𝐿𝑆]is the starting and 𝐸[𝑆𝐸𝑃] is the ending of each sentence. 
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Fig. 5. : Data Flow into DCLSNet 

 

Transformer Encoder Layers:  

Apply multiple layers of self-attention and feed-forward networks. Its Output is contextualized embeddings for 

each token. The final hidden state for each token. 

 

𝐵𝐸𝑅𝑇 𝑂𝑢𝑡𝑝𝑢𝑡 =  [𝐻[𝐶𝐿𝑆], 𝐻𝐼 , 𝐻𝑙𝑜𝑣𝑒 , 𝐻𝑚𝑎𝑐ℎ𝑖𝑛𝑒 , 𝐻𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔, 𝐻[𝑆𝐸𝑃] ]  

𝐻[𝐶𝐿𝑆] can be used for sequence-level tasks (e.g., classification). 𝐻[𝑡𝑜𝑘𝑒𝑛] can be used for token-level tasks (e.g., 

NER). 

BERT extracts features by leveraging its deep bidirectional Transformer encoder. Through multiple layers of 

self-attention and feed-forward networks, BERT learns rich contextual representations of the input text, 

capturing both the left and right context for each token. These features can be used for various downstream NLP 

tasks, often leading to state-of-the-art performance.  

F. Data Splitting 

It is necessary to assess the performance of the trained model. We employed an 80% data for the training and 

20% data for testing. In the training data we have again split data 80% for training and 20% validation purpose. 

G. Performance Measure and Evaluation Metrics 

Performance assessment is carried out after model training, during which we retain the predictions generated for 

the test dataset for each of the models being evaluated. Following this step, a confusion matrix is meticulously 

constructed. The resulting equations are employed as metrics to measure performance, encompassing factors 

such as accuracy, F1-score, recall, and precision. 

Accuracy=
𝑇𝑃+𝑇𝑁 

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  (14) 

 

Precision =
𝑇𝑃

𝑇𝑃+𝐹𝑃
   (15) 

 

Recall= 
𝑇𝑃

𝑇𝑃+𝐹𝑁
   (16) 

 

F1-Score =2 ∗ 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (17) 
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IV.RESULTS AND DISCUSSION 

We have used several baseline deep learning algorithms like RNN, LSTM, Bi-LSTM, and GRU for 

classification with WE-1 and WE-2 word-embedding. We have provided the comparison in baseline deep 

learning models with the performance matrix - Accuracy, F1-Score, Recall and precision in following Table III. 

In this table we can observe that all the performance metrics having same results. The reason of this similarity is 

the balanced dataset. It can be clearly observed that proposed hybrid model is performing better than the other 

baseline models. WE-2 provides the best results for the proposed model. We have plotted a performance graph 

using F1-Score in Fig. 6 and Fig. 7.  Fig. 6 shows the performance using WE-1 and Fig. 7 shows the 

performance using WE-2.: Comparison of proposed DCLSNet with Baseline Models. 

TABLE III.  COMPARISION OF PROPOSED MODEL PERFORMANCE WITH BASELINE DEEP LEARNING MODELS USING WE-1 AND WE-2 

  WE-1 WE-2 

Model Accuracy Precision Recall F1-Score Accuracy Precision Recall F1-Score 

RNN 77 77 77 77 79 79 79 79 

Bi-LSTM 87 87 87 87 88 88 88 88 

GRU 84 84 84 84 85 85 85 85 

LSTM 85 85 85 85 86 86 86 86 

Proposed 

Model 

(DCLSNet) 

94 94 94 94 96 96 96 96 

TABLE IV.  COMPARISION OF PARAMETERS, SIZE, EPOCHS AND F1-SCORE WITH PROPOSED MODEL 

 

Model 
No. of 

parameters 
size epoch F1-Score 

RNN 12849667 49.02 500 79 

GRU 12948611 49.4 500 85 

LSTM 12997507 49.58 500 86 

Bi-LSTM 13195011 50.33 500 88 

Proposed 

Model 

(DCLSNet) 

30746739 147 500 96 

DistilBERT 66365187 317.29 500 92 

BERT 109484547 523.44 500 94 

RoBERTa 124647939 595.94 500 95 

 

We can see the comparison on the basis of parameters, size and F1-Score in TABLE IV. It is clearly observed 

that the number of parameters and size in RoBERTa is very high in transformers. BERT is having the second 

highest parameters and DIstilBERT is having the least parameters in the given transformers. This is a clear 

indication of the resource usage would be the highest in RoBERTa, second highest in BERT, and the third 

highest in DistilBERT. Still these transformers are performing similar to the proposed hybrid model. Fig. 8 

shows the performance of proposed model with transformers. 
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Fig. 6. : Experimental Results of Baseline deep learning models with proposed Model using WE-2 

 

Fig. 7. : Experimental Results of Baseline deep learning models with proposed Model using WE-1 

 
 

Fig. 8. : Experimental Results of Transformer models with proposed model 
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A.  Comparison with transformers BERT, RoBERTa, and DistilBERT model 

We have used three transformers. RoBERTa led in accuracy - 95% however it is one of the complex model. It 

has 12,46,47,939 parameters that is the highest parameter count in all transformers. This feature shows its 

complexity is highest.  Second transformer is BERT have the accuracy of 94% which is slightly 1% lesser than 

RoBERTa. But number of parameters are reduced by 1,51,63,392. And DistilBERT having 92% accuracy which 

is less than other two transformers. DistilBERT has only 6,63,65,187 parameters which is approximately half 

from the RoBERTa but provide much better accuracy.   

Overall, the transformer model is providing the performance nearby proposed model. But in term of complexity 

and resource requirement of transformers is huge. The proposed modal outperforms from all other models 

including transformers in terms of performance metrics for the given task. 

 

 

Fig. 9. :Confusion Matrix of proposed model 

V.CONCLUSION 

Humans are frequently described as sensitive and vulnerable to emotional effects. Unfortunately, some 

individuals exploit this vulnerability and use emotional manipulation for malicious purposes. To combat this 

issue, we propose to identify and address harmful messages based of hybrid deep learning using whale 

optimization technique, thereby safeguarding humans from emotional exploitation. In our experiments, the 

proposed hybrid model-DCLSNet consistently outperformed others and offering a potent tool for understanding 

human sentiments. Additionally, the BERT, RoBERTa, and DistilBERT transformer models stand as a 

benchmark, setting the standard for state-of-the-art performance in text classification, sentiment analysis and 

intent detection. The proposed model is a light-weight hybrid model. It consumes less computation resources 

than transformer models. This model achieves 0.96 F1-Score. This model is performing equivalent to BERT that 

achieved F1-score of 0.94 and RoBERTa that achieved F1-score of 0.95. Optimization techniques can help to 

provide the best hyper-parameters. In future work we will work upon other optimization techniques. Through 

these efforts, we aim to protect and empower young individuals by ensuring their emotions are respected and 

shielded from malicious manipulation. It will help administration to timely detect and prevent such harmful 

messages.  
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