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Abstract: - Diabetic Retinopathy threatens vision in diabetics, necessitating swift and accurate detection. This study employs Convolutional 

Neural Network (CNN), ResNet50, and InceptionV3 for automatic DR identification, achieving a notable 96.18% accuracy over 80 epochs. To 

enhance robustness, a pre-processing pipeline incorporates Gaussian filtering, CLAHE, median filtering, and top-hat filtering, significantly 

advancing DR detection accuracy. Evaluation on the APTOS 2019 dataset (1299 training, 279 testing images) reveals great accuracy as well as 

sensitivity, and specificity, forming a basis for early intervention and vision impairment prevention. This research at the nexus of DL which is 

also known as deep learning and medical image analyze offers a promising solution for early DR detection. The 96.18% accuracy demonstrates 

practical viability, positioning our approach as a valuable tool for healthcare practitioners and ophthalmologists in effectively diagnosing and 

managing diabetic retinopathy. 

General Terms: Diabetic Retinopathy, Deep Learning 

Keywords: Pattern classification, Detection system, Vision loss prevention, Transfer learning models 

I. INTRODUCTION 

In the world of rapidly advancing technology, the integration of deep learning algorithms has been recognized as a 

promising approach to address this pressing healthcare challenge. The significance of diabetic retinopathy being 

addressed lies in its potential to prevent vision loss, enhance the quality of life for patients, and also mitigate the 

substantial socioeconomic burden imposed on healthcare systems. The urgency of developing efficient and 

accessible diagnostic tools is underscored by the profound impact of DR on individuals and its escalating global 

prevalence. 

The utilization of neural networks and comprehensive pre-processing methods was leveraged to achieve timely and 

precise diagnoses [1]. The focus of our study was the analysis of the APTOS 2019 dataset to assess the system's 

performance in practical scenarios. Our goal was to add to the expanding  

corpus of research on the diagnosis of diabetic retinopathy and provide a practical solution with the potential for a 

significant public health impact by merging cutting-edge algorithms [2] with rigorous data preparation. 

The objective of this paper; 

• To introduce a reliable and precise DR detection method based on deep learning technologies. 

• To detect diabetic retinopathy in an early stage, to allow it for prompt treatment and control of the problem. 

• To identify positive cases of diabetic retinopathy with great sensitivity. 
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In the subsequent sections, pertinent studies on diabetic retinopathy are examined. Accordingly, the 3rd section 

describes the research methodology. Next, Section 4 illustrates the challenges encountered during the research. The 

final Section 5 represents the conclusion as well as outlines future directions. 

II. RELATED WORK 

Till date many variant of deep learning models used for pattern classification [28] [29]. In a study conducted by 

Ramzi Adriman [4], the research explored several deep- learning techniques, including ResNet, DetNet, and 

DenseNet, to detect and categorize diabetic retinopathy. To extract textural information from the images, local 

binary patterns (LBP) were employed. Throughout the experiments, the images underwent resizing to different 

dimensions. The dataset used for these experiments was the “APTOS 2019” dataset. The research results revealed 

that ResNet achieved an accuracy rate of 96.35%, DetNet achieved 93.99%, VGG16 reached 76.21%, and DenseNet 

obtained an accuracy rate of 84.05%. 

The article titled "A Comprehensive Review of Deep Learning Approaches in Diabetic Retinopathy Analysis" 

written by Muhammad Waqas Nadeem [7] Paper thoroughly investigates deep learning methods, their uses, 

frameworks and approaches, in the field of retinopathy analysis. This research covers a range of models such as 

Deep Convolutional Neural Networks (DCNN) Deep Neural Networks (DNN) Generative Adversarial Networks 

(GAN) and the U Net architecture all of which were employed in the study. Furthermore, the researchers applied 

end-to-end trained CNN models for image analysis. By employing this range of diverse approaches, the study 

accomplished an impressive accuracy rate of 91.6%. 

In the study titled "Diabetic Retinopathy Classification Using CNN and Hybrid Deep Convolutional Neural 

Networks'' by Yashasvini R [8], several custom pre-trained models were utilized. These models encompassed the 

AdaBoost algorithm, which combined InceptionV3, Resnet151, and Inception-ResNet-V2, along with CNN with 

LSTM, and E-DenseNet. The utilization of these algorithms resulted in the attainment of an accuracy rate of 93.18%. 

Furthermore, the study also incorporated CNN with DenseNet, leading to a hybrid model that yielded an even higher 

accuracy of 96.22%. The authors suggest that future work can be carried out by implementing more efficient 

optimization techniques. 

2.1 Dataset  

In our research, we employed the Aptos 2019 dataset, which consists of fundus images.  The dataset's size is 

approximately 10GB, and it is primarily divided into five subcategories, focusing on diabetic and non-diabetic 

retinopathy [10]. has unnecessary noise with low-quality images.  

 

Figure 1 Graph of each class of DR 

 

Figure 2 DR Detection Images 

Consequently, we decided to eliminate blacked-out images to prevent any undesirable biases in our model's training 

[11]. This process encompassed both data segregation and data cleaning. The breakdown of these images is given 

in Figure. 1 and respective images in Figure 2. 
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III. PROPOSED ARCHITECTURE 

Till now a number of several have tried to apply Machine Learning (ML) and the Deep Learning (DL) methods to 

improve accuracy. However, as per previous research, the optimal highest accuracy for Diabetic detection of 

available papers was 94%. Our paper is mainly based on the transfer learning models in the scenario of diabetic 

detection. The deep learning methodology employed in diabetic retinopathy (DR) detection is advanced through the 

integration of multiple pre-processing techniques and the utilization of various pre-trained models. By incorporating 

diverse pre-processing techniques such as image normalization, augmentation, and denoising, the quality and 

standardization of input data are improved, enhancing the model's ability to extract relevant features during training. 

Accordingly, we have tried to increase the accuracy using Transfer Learning models including CNN, ResNet, 

VGG16 and InceptionV3 and have achieved 96.18% accuracy. These pre-trained models, having learned 

representations from extensive datasets, contribute to the model's depth of knowledge, allowing for effective fine-

tuning and improved performance in DR detection. 

As the dataset is very large and has multiple types of noise in images including salt and pepper noise and low-high 

brightness of the model so to improve the accuracy of the model instead of giving direct input to the models we did 

a series of pre-processing techniques. These techniques included Gaussian filtering, CLAHE (Contrast Limited 

Adaptive Histogram Equalization), median filtering and top-hat filtering [12].  These pre-processing procedures 

were essential to making the data more suitable for further analysis and modeling. Figure. 3 demonstrate system 

Architecture. 

3.1 Gaussian Filter Algorithm 

A Gaussian filter, which is commonly utilized in the field of processing an image and signal processing, serves as 

a linear filter that applies a smoothing technique by employing a Gaussian function to the input data. Mathematical 

outline of the Gaussian filter is outlined as follows;  For a one-dimensional Gaussian filter: 

𝑔(𝑥) =  √
𝑎

𝜋
𝑒−𝑎𝑥2

  (1) 

Where: (g(x)) is the value of the Gaussian filter at position (x). 

(Sigma) is the standard deviation of the Gaussian distribution, which controls the width of the filter's response. A 

larger (sigma) results in a wider and smoother filter. 

For a two-dimensional Gaussian filter: 

𝑔(𝑥, 𝑦) =  
1

2𝜋𝜎2 𝑒−(𝑥2+𝑦2)/ (2𝜎2) (2) 

Where: (g (x, y)) is the value of the Gaussian filter at ((x, y)). (Sigma) is the standard deviation, here we used 

Gaussian filters for tasks such as noise reduction and blurring in image processing because they have a mathematical 

property known as shift-invariance, which means that they preserve image features while reducing noise.  

 

Figure 3 System Architecture
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Our experiments demonstrate the significant impact of Gaussian filtering on image quality [13]. By applying this 

technique as a pre-processing step, we achieved images with reduced noise, but the clarity of the image was not up 

to the level so we used feature extraction on the image to give a high quality image as input so that our model 

became more accurate. 

3.2 Pre-processing Techniques 

For high-quality images, we used pre-processing methods as follows shown in Figure. 4 In our preprocessing 

pipeline, we introduce an RGB to green channel conversion step to enhance image quality and facilitate feature 

extraction. The RGB values are converted to grayscale using the NTSC (National Television Standards Committee) 

formula. The Figure 5 demonstrates the result after applying RGB to the green channel. 

A. Image resizing: The green channel image is then resized to 560x720 Standard aspect ratio. It ensures that all 

images have the same size, making it easier to work with them and train our models. Smaller images use less 

computer memory and are processed faster, which is important for both training and using the models.  However, 

we need to be cautious not to resize too much, as this can lead to a loss of important details that might affect our 

model's accuracy. The choice of 560x720 pixels strikes a balance between size and preserving critical information. 

B. Median Filtering: In the Median Filtering, we defined a square or rectangular window of a certain size around 

each pixel in the image. The size of this window is typically referred to as the "filter size" or "window size.". The 

median of pixels then selected for the result output image Figure 6 demonstrates the median filtering demonstration. 

Our experiments demonstrated the significant impact of median filtering on noise reduction and image quality 

enhancement [14]. The inclusion of median filtering in the pre-processing pipeline contributes to more accurate 

diabetic retinopathy detection and diagnosis.  

 

Figure 4 Proposed Pre-processing 

 

Figure 5 (a) RGB image (b) grayscale image 

 

Figure 6 Median Filtering basic architecture 

C.  CLAHE: To address the issue of noise amplification, the CLAHE technique incorporates a clipping limit. Before 

calculating the Cumulative Distribution Function (CDF), it employs a predefined threshold to restrict amplification 
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[15]. Specifically, CLAHE divides the original input image into non-overlapping contextual regions referred to as 

sub-images, tiles, or blocks. This step effectively addresses contrast and illumination-related challenges. The 

corresponding output after applying CLAHE is in the given Figure 8. 

 

Figure 7 (a) Input (b) noise (c) output 

 

Figure 8 (a) Input (b)After CLAHE (c) Output 

To enable unhindered subsequent processing and distinguish the fundus from its background, a binary representation 

is employed. Specifically, "ones" are employed to signify pixels belonging to the fundus, while "zeros" designate 

background pixels within a fundus mask. This differentiation becomes more apparent by converting the original 

RGB fundus image into the HSI color space [17]. In the HSI color system, a distinct channel is dedicated to 

representing the image's intensity values, aiding in the precise separation of the fundus from its surroundings. To 

enhance the quality of the created fundus mask, a median filter is applied to eliminate any undesirable noise. The 

resulting and final mask is visually depicted in Figure 9. The incorporation of top-hat filtering as a boundary 

enhancement technique in our image processing pipeline is a valuable approach to improve the accuracy of boundary 

detection in diabetic retinopathy images [18]. This step effectively addresses the challenges associated with 

boundary detection and contributes to the advancement of diagnostic methods in this critical field. After applying 

Top hat filtering we got the final result as given in Figure 10. After Preprocessing the image, we applied multiple 

CNN models including ResNet-50, CNN, Inceptionv3, VGG-16 and CNN. The highest accuracy was given by 

Inception V3 

   

Figure 9 (a) Input image (b) mask 

 

Figure 10 Top hat filtered image 

3.3 Model Architecture 

A.  CNN: A Convolutional Neural Network (CNN) [30] processes input data, often images, through convolutional 

layers that use filters to extract features such as edges or textures. Activation functions introduce non-linearity after 

convolutional operations. Pooling layers reduce spatial dimensions of feature maps, aiding computational 

efficiency. Fully connected layers follow, connecting neurons across layers. Dropout, a regularization technique, is 

applied to fully connected layers to prevent overfitting by randomly deactivating neurons during training. Flattening 

converts the output of the last convolutional or pooling layer into a one-dimensional vector, preparing it for fully 

connected layers. The final output layer, task-dependent, produces results, employing softmax for image 
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classification or varying structures for different tasks like object detection. This sequential process, from input 

processing to final output, characterizes the architecture and functionality of CNNs. 

Sigmoid Function:  𝒇(𝒙) =  
𝟏

𝟏+ 𝒆−𝒙  (3) 

Tanh Function:  𝑓(𝑥) =  
(𝑒𝑥−𝑒−𝑥)

(𝑒𝑥+𝑒−𝑥)
  (4) 

Relu Function:  𝑀𝑎𝑥 (𝑥, 0)  (5) 

B.  ResNet 50: In the ResNet-50 architecture, the initial layer processes input images of 224x224 pixels with three 

color channels. The network begins with convolutional layers employing convolution, batch normalization, and 

ReLU activation functions to identify features. A key feature is the use of residual blocks with skip connections, 

simplifying gradient flow during training. ResNet-50 comprises 50 layers organized in stacked residual blocks, each 

focusing on learning residuals, streamlining the training of deep networks. Global average pooling follows, reducing 

spatial dimensions for a fixed-size feature vector. The architecture concludes with a fully connected layer using 

softmax activation, mapping features to output classes, facilitating tasks like image classification. The model's 

output is a probability distribution for potential classes, utilized in tasks such as predicting the category of input 

images. 

C.  VGG 16 Model: VGG16 is a convolutional neural network architecture utilized for image recognition. What 

sets it apart is its streamlined structure consisting of just 16 weight- bearing layers, avoiding the need for an 

excessive number of hyper parameters. It is widely regarded as one of the top choices for vision-related tasks.  

D.  InceptionV3 Model: In the Inception V3 model, an efficient approach to reduce the grid size involves expanding 

the activation dimensions of the network's filters. As illustrated in Figure 11, let's consider a scenario where we 

have an n*n grid with k filters. After the reduction process, this leads to a grid size of n/2 × n/2 with 2k filters. This 

transformation is achieved through the combination of two parallel blocks of convolution and pooling, which are 

subsequently concatenated.  

 

Figure 11 Expanded filter banks of Inception V3 

However, in the end inception v3 gives the highest accuracy because Inception-V3 is a relatively deep and complex 

network with many layers and a variety of convolutional modules, including the inception modules. This complexity 

allows it to learn a wide range of features at different scales and complexities, which is beneficial for detecting fine 

details and patterns in medical images like retinal scans. These modules use parallel convolutional filters with 

different kernel sizes to capture features at multiple scales. This enables the network to detect both small and large 

structures in the retina, which is important for diabetic retinopathy diagnosis. 

IV. RESULT 

The paper extensively discusses the practical applicability of the proposed technique for medical professionals and 

its potential impact on the diagnosis of diabetic retinopathy. It emphasizes the importance of timely detection for 

prompt treatment and control and highlights the innovative approach utilizing deep learning algorithms to facilitate 

accurate diabetic retinopathy diagnosis. The integration of advanced image processing techniques aims to provide 

a reliable and precise detection method, and the model's performance evaluation demonstrates its efficacy. We 

employed the APTOS 2019 dataset, comprising 1,299 samples for the DR training set and 279 samples for the DR 

testing set. The model we developed uses Batch size of 50 and epochs 80 are consider. The work demonstrates 

significantly improved accuracy when trained with the APTOS 2019 dataset. Specifically, our model achieved a 
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remarkable maximum accuracy of 99.88% during training, surpassing our initial expectations. Furthermore, it 

achieved an outstanding accuracy rate of 96.18%, which stands as the highest among all current accuracy metrics. 

As depicted in Figure 12 below, a clear trend emerges in the model's loss. The loss value exhibits a gradual decline 

as the number of epochs increases. It is worth noting that the training experiments encompassed various CNN 

models, and among them, the Inception V3 model demonstrated the highest accuracy. The test data must be prepared 

for this dataset, which is meant to be used for model training and prediction. Table 2 presents a comparison of the 

accuracy achieved by several pre-trained models on the testing dataset. Furthermore, VGG16 is suitable for intricate 

patterns in APTOS 2019 due to its constant architecture. InceptionV3 is outstanding with its multi-scale features 

and inception modules. As a result, the computational intensity was additionally evaluated. Besides, in Table 3 the 

proposed model was compared to a number of deep learning concepts like transfer learning, AlexNET and many 

more algorithm. With the InceptionV3 model, the suggested model obtains the optimal accuracy of 96.18%. The 

proposed model shows the highest level of accuracy when comparing the different models in the above Table 2. 

 

Figure 12 Graph of Loss and Accuracy of the model 

Table 2 Accuracy of each model in retinopathy classification 

Method F1 Accuracy Sensitivity Specificity 

CNN 0.9212 0.9399 0.9461 0.919 

VGG16 0.9521 0.9472 0.9502 0.969 

Resnet50 0.9061 0.9163 0.8920 0.962 

INC. V3 0.9780 0.9618 0.9678 0.972 

Table 3 Results Obtained by Various Models 

Ref Technology Accuracy 

[21] TL on pre-trained 

Inception-Res-Net-v2  

72.33% And 82.18% 

[22] Alex Net Deep transfer 

learning algorithms 

Alex net model 

95.2% 

[23] Two CNN models 78% 

[25] CNN Models 88.72% 

[26] Optimized Wavelet 

based model, SVM 

Model 

94.83% 

[27] K nearest neighbor, ML 

Algorithm 

95 % 

Proposed 

Model 

Inception V3 model, 

CNN ,VGG16 

96.18% 
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V. CONCLUSION 

Our meticulous study on diabetic retinopathy classification, utilizing the APTOS 2019 dataset, thoroughly compares 

pre-trained models, ranging from generic CNN to advanced architectures like InceptionV3, VGG16, and ResNet50. 

The findings reveal InceptionV3's superiority, justified by its inception modules and multi-scale features, 

positioning our model at the forefront with an exceptional accuracy of 96.18%. However, considering real-world 

usability, several important considerations and limitations must be acknowledged. The system's performance across 

diverse demographic groups and external datasets requires thorough investigation to ensure generalizability. 

Enhancing interpretability through explainable AI methods is crucial for transparency in medical decision-making. 

Additionally, scrutinizing the model's susceptibility to misclassifications, especially with varying image qualities or 

artifacts, is imperative. Continuous refinement, validation, and adaptation to real-world challenges are essential for 

ensuring the system's robustness. Looking ahead, future research should focus on addressing these considerations, 

exploring alternative architectures, and refining the model for broader clinical applicability. Despite these 

challenges, our study lays a foundation for AI to become a cornerstone in preventive and personalized medicine for 

diabetic retinopathy detection and beyond. 

REFERENCES 

[1] S. Sarraf, M. Faezipour, and H. Ghassemian, "Diabetic retinopathy grading by digital curvelet transform and support vector 

machines," in 2020 42nd Annual International Conference of the IEEE Engineering in Medicine & Biology Society 

(EMBC), 2020, pp. 2644-2647. 

[2] M. Faezipour, A. A. Feizi, and M. A. Ardekani, "Automatic diabetic retinopathy detection through image feature extraction 

and classification," in 2018 40th Annual International Conference of the IEEE (EMBC), 2018, pp. 1684-1687. 

[3] N. Usman, R. W. Ibrahim, and A. S. Mian, "Diabetic Retinopathy Detection Using Transfer Learning from Diabetes Skin 

Images," in 2020 42nd Annual International Conference of the IEEE Engineering in Medicine & Biology Society (EMBC), 

2020, pp. 2092-2095. 

[4] R. Adriman, K. Muchtar, and N. Maulina, “Performance evaluation of binary classification of diabetic retinopathy through 

deep learning techniques using texture features,” Procedia Sci., vol. 179, pp. 88–94, 2021. 

[5] A. Bajwa, N. Nosheen, K. I. Talpur, and S. Akram, “A prospective study on Diabetic Retinopathy detection based on 

modifying convolutional neural networks using fundus images at Sindh Institute of Ophthalmology & Visual Sciences,” 

vol. 13, no. 3, p. 393, 2023. 

[6] G. Mushtaq and F. Siddiqui, “Detection of diabetic retinopathy using deep learning methodology,” IOP, vol. 1070, no. 1, 

p. 012049, 2021. 

[7] Basaligheh, P. (2021). A Novel Multi-Class Technique for Suicide Detection in Twitter Dataset. Machine Learning 

Applications in Engineering Education and Management, 1(2), 13–20. Retrieved from 

http://yashikajournals.com/index.php/mlaeem/article/view/14 

[8] M. W. Nadeem, H. G. Goh, M. Hussain, S.-Y. Liew, I. Andonovic, and M. A. Khan, “Deep learning for diabetic retinopathy 

analysis: A review, research challenges, and future directions,”vol. 22, no. 18, p. 6780, 2022. 

[9] Yasashvini, V. Raja Sarobin M., R. Panjanathan, G. Jasmine, and J. Anbarasi, “Diabetic retinopathy classification using 

CNN and hybrid deep convolutional neural networks, vol. 14, no. 9, p. 1932, 2022. 

[10] S. Mondal, N. Mandal K. Singh, A. Singh, and I. Izonin, “EDLDR: An ensemble deep learning technique for detection and 

classification of diabetic retinopathy,” Diagnostics (Basel), vol. 13, no. 1, p. 124, 2022. 

[11] T. P. Ramya, K. Thanushkodi, & S. K. Hameed, "Automatic detection of diabetic retinopathy in retinal images using 

principal component analysis," in 2017 International Conference on Circuit, Power and Computing Technologies 

(ICCPCT), 2017, pp. 1-4. 

[12] A. George & R. G. Jose, "Automatic detection of diabetic retinopathy using convolutional neural networks and ensemble 

learning," in 2018 IEEE International Conference on Electronics, Computing and Communication Technologies 

(CONECCT), 2018, pp. 1-5. 

[13] P. Shukla, S. Ojha, & M. S. Obaidat, "Machine learning-based approach for automatic detection of diabetic retinopathy," 

in 2017 IEEE/ACM International Conference on Connected Health: Applications, Systems and Engineering Technologies 

(CHASE), 2017, pp. 176-182. 

[14] P. F. Priya & P. D. Prabha "Diabetic retinopathy detection using convolutional neural networks," in 2017 International 

Conference on Computer Communication and Informatics (ICCCI), 2017, pp. 1-6. 



J. Electrical Systems 19-2 (2023): 18-27 

26 

[15] A. Budhu, M. B. Ramakrishnan, and R.  Krishnasamy, "Automatic detection of diabetic retinopathy using convolutional 

neural network and transfer learning," in 2020 IEEE International Conference on Power Electronics, Smart Grid and 

Renewable Energy (PESGRE), 2020, pp. 318-322. 

[16] S. Sinha & S. M. Pathak,"Convolutional neural network based classification of diabetic retinopathy severity using fundus 

images," in 2017 14th IAPR International Conference on Document Analysis and Recognition (ICDAR), 2017, pp. 215-

220. 

[17] Faris, W. F. . (2020). Cataract Eye Detection Using Deep Learning Based Feature Extraction with Classification. Research 

Journal of Computer Systems and Engineering, 1(2), 20:25. Retrieved from 

https://technicaljournals.org/RJCSE/index.php/journal/article/view/7 

[18] M. K. Verma, S. Kumar, and A. S. Sujatha, "Diabetic retinopathy detection using convolutional neural network," in 2017 

14th IAPR International Conference on Document Analysis and Recognition (ICDAR), 2017, pp. 470-474. 

[19] A. Roy, et al., "Filter and fuzzy c means based feature extraction and classification of diabetic retinopathy using support 

vector machines," in International Conference on Communication and Signal Processing (ICCSP), 2016, pp. 1844-1848. 

[20] M.Chetoui, MAkhloufi,"Explainable Diabetic Retinopathy using EfficientNET*," in 42nd International Conference of the 

IEEE Engineering in Medicine & Biology Society, 2020, pp. 1966-1969. 

[21] F. Alzami et al., "Diabetic Retinopathy Grade Classification based on Fractal Analysis and Random Forest," in International 

Seminar on Application for Technology of Information and Communication (iSemantic), 2019, pp. 272-276. 

[22] B. Menaouer, Z. Dermane, N. El Houda Kebir, and N. Matta, "Diabetic Retinopathy Classification Using Hybrid Deep 

Learning Approach," SN Computer Science, vol. 3, issue 367, 2022. 

[23] Gangwar,A.K., Ravi, V. (2021). Diabetic Retinopathy Detection Using Transfer Learning and Deep Learning. In: Bhateja, 

V., Peng, SL., Satapathy, S.C., Zhang, YD. (eds) Evolution in Computational Intelligence. Advances in Intelligent Systems 

and Computing, vol 1176. Springer, Singapore. 

[24] Çinarer, G., Kiliç, K. (2022). Diabetic Retinopathy Detection with Deep Transfer Learning Methods. In: Kahraman, C., 

Cebi, S., CevikOnar, S., Oztaysi, B., Tolga, A.C., Sari, I.U. (eds) Intelligent and Fuzzy Techniques for Emerging Conditions 

and Digital Transformation. INFUS 2021. Lecture Notes in Networks and Systems, vol 308. 

[25] A. M. Pamadi, A. Ravishankar, P. Anu Nithya, G. Jahnavi and S. Kathavate, "Diabetic Retinopathy Detection using 

MobileNetV2 Architecture," 2022 International Conference on Smart Technologies and Systems for Next Generation 

Computing (ICSTSN), Villupuram, India, 2022, pp. 1-5 

[26] Mane, Deepak, Sangve, Sunil &Kumbharkar, Prashant & Ratnaparkhi, Snehal & Upadhye, Gopal & Borde, Santosh. (2023). 

A Diabetic Retinopathy Detection Using Customized Convolutional Neural Network. International Journal of Electrical 

and Electronics Research.  

[27] Z. Gao, J. Li, J. Guo, Y. Chen, Z. Yi and J. Zhong, "Diagnosis of Diabetic Retinopathy Using Deep Neural Networks," in 

IEEE Access, vol. 7, pp. 3360-3370, 2019 

[28] B. Venkaiahppalaswamy, PVGD Prasad Reddy, Suresh Batha,Hybrid deep learning approaches for the detection of diabetic 

retinopathy using optimized wavelet based model,Biomedical Signal Processing and Control,Volume 79, Part 

2,2023,104146,ISSN 1746-8094. 

[29] Jaspreet Kaur, Prabhpreet Kaur, Automated Computer-Aided Diagnosis of Diabetic Retinopathy Based on Segmentation 

and Classification using K-nearest neighbor algorithm in retinal images, The Computer Journal, Volume 66, Issue 8, August 

2023, Pages 2011–2032. 

[30] M. Supriya, T. Adilakshmi. (2023). Security Aware Cluster-Based Routing Using MTCSA and HEA for Wireless Sensor 

Networks. International Journal of Intelligent Systems and Applications in Engineering, 11(2), 663–669. Retrieved from 

https://ijisae.org/index.php/IJISAE/article/view/2785 

[31] Bhujbal, Avinash and Deepak T. Mane. “A Survey On Deep Learning Approaches for Vehicle and Number Plate 

Detection.” International Journal of Scientific & Technology Research 8 (2019): 1378-1383. 

[32] Mane, D. T. and Uday V. Kulkarni. “A Survey on Supervised Convolutional Neural Network and Its Major Applications.” 

Int. J. Rough Sets Data Anal. 4 (2017): 71-82. 

[33] Khetani, Vinit, et al. "Cross-Domain Analysis of ML and DL: Evaluating their Impact in Diverse Domains." International 

Journal of Intelligent Systems and Applications in Engineering 11.7s (2023) 

[34] Anatoliy Goncharuk, & Ahmed F. Mohamed. (2022). Analytical Approach of Laboratory for the Microelectronics 

Fabrication. Acta Energetica, (02), 08–14. Retrieved from 

https://www.actaenergetica.org/index.php/journal/article/view/463 



J. Electrical Systems 19-2 (2023): 18-27 

27 

[35] El Mfadel, Ali & Melliani, Said & Elomari, Mhamed. (2022). Existence results for nonlocal Cauchy problem of nonlinear 

ψ−Caputo type fractional differential equations via topological degree methods. Advances in the Theory of Nonlinear 

Analysis and its Application. 6. 270 - 279. 10.31197/atnaa.1059793. 

[36] Matsuzawa, T., & Lshii, A. (2022). Evaluation of PSO Algorithm Considering Obstacle Avoidance in Evacuation Guidance. 

Advances in the Theory of Nonlinear Analysis and Its Applications, 6(3), 318–335. 

[37] Sable, N. P., Shende, P., Wankhede, V. A., Wagh, K. S., Ramesh, J. V. N., & Chaudhary, S. (2023). DQSCTC: design of 

an efficient deep dyna-Q network for spinal cord tumour classification to identify cervical diseases. Soft Computing, 1-26.  

[38] Ziane, D., Belgacem, R., & Bokhari, A. (2022). Local Fractional Aboodh Transform and its Applications to Solve Linear 

Local Fractional Differential Equations. Advances in the Theory of Nonlinear Analysis and Its Applications, 6(2), 217–

228. 

 

 

© 2023. This work is published under 

https://creativecommons.org/licenses/by/4.0/legalcode(the“Licens

e”). Notwithstanding the ProQuest Terms and Conditions, you 

may use this content in accordance with the terms of the 

License. 

 


