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Abstract: - Credit risk assessment is a critical process for financial institutions, designed to predict the likelihood of borrower default and
reduce potential financial losses. Traditionally, credit scoring relied on statistical models; however, the advent of machine learning (ML) has
significantly transformed these methods. Machine learning provides more accurate, scalable, and flexible solutions for analyzing vast
amounts of financial data. This survey examines key ML algorithms—including decision trees, random forests, support vector machines,
and deep neural networks—that are used in credit risk assessment. Additionally, the paper explores advanced strategies such as the
integration of unsupervised and supervised learning techniques, the adoption of ensemble methods, and the incorporation of alternative data
sources, such as social media and utility payments, to improve predictive accuracy. Challenges related to data imbalance, feature selection,
model interpretability, and computational efficiency are also discussed. By comparing the strengths and weaknesses of various ML models,
this review offers valuable insights into the practical application of these technologies, helping financial institutions implement more robust,
transparent, and effective credit risk management systems.
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l. INTRODUCTION

Credit risk assessment is one of the most critical functions for financial institutions, as it helps determine which
applicants are likely to repay loans and which may default. Accurately distinguishing between creditworthy and
high-risk applicants is essential to minimizing financial losses and ensuring the overall health of the lending system.
Traditionally, institutions have relied on statistical models, such as logistic regression, to assess credit risk. While
effective in earlier years, these models often struggle to capture the complex, non-linear relationships inherent in
large financial datasets, limiting their predictive accuracy.

The emergence of machine learning (ML) has revolutionized the field of credit risk assessment, offering more
advanced tools capable of processing and analyzing vast datasets with higher precision. Machine learning
algorithms have introduced a range of methodologies that can automatically learn patterns in the data, making
credit scoring more dynamic and adaptive to new information. These algorithms include decision trees, random
forests, support vector machines, and deep neural networks, all of which have shown great promise in improving
the accuracy and efficiency of credit risk predictions.

This survey provides a comprehensive review of these ML algorithms, focusing on their specific methodologies,
performance metrics, and practical implications for financial institutions. In addition to exploringthe strengths
and weaknesses of these algorithms, the survey highlights the integration of unsupervised and supervised
learning techniques, the use of ensemble methods, and the growing importance of incorporating alternative data
sources, such as social media activity and utility payments. By addressing key challenges—such as data
imbalance, feature selection, and model interpretability—this review aims to provide financial institutions with
insights on how to optimize their credit risk assessment systems using state-of- the-art machine learning
techniques. Integration of Unsupervised and Supervised LearningThe integration of unsupervised and supervised
learning techniques has shown promise in enhancing credit risk models. One study proposed a combination
strategy that applies unsupervised learning at both the consensus and dataset clustering stages, demonstrating
improved performance over traditional methods. This dual-stage integration confirms the potential of
combining these approaches to achieve superior credit scoring results. The integration of unsupervised and
supervised learning techniques has shown promise in improving the performance of credit risk models. One study
demonstrated that applying unsupervised learning techniques at boththe consensus and dataset clustering stages
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yielded better results than traditional methods (Bao et al., 2019). This dual-stage integration highlights the
potential for combining these approaches to achieve more accurate credit scoring.

Il SYSTEMATIC LITERATURE REVIEW
A Define the Scope and Research Questions

This systematic literature review aims to provide a comprehensive evaluation of machine learning algorithms
applied to credit risk assessment. We focus on assessing the performance, addressing key challenges, and
understanding the practical implications of these algorithms in real-world credit scoring models. The primary
research questions guiding this review are:

. What are the dominant machine learning algorithms used in credit risk assessment?

. How do these algorithms address key challenges such as data imbalance and feature
selection? How effective is the integration of unsupervised learning techniques with traditional supervised
models in improving credit risk assessment?

) What are the emerging trends in using alternative data sources, such as social media and utility
payments, forcredit scoring?

B. Describe the Search Strategy

A systematic search was conducted using leading academic databases, including IEEE Xplore, Scopus, and
Google Scholar, to identify relevant literature published between 2010 and 2023. The keywords used in the
search were: “credit risk assessment,” “machine learning algorithms,” “credit scoring models,” and “alternative
data.” The inclusion criteria were studies that examined machine learning applications in credit scoring, while
studies focused on unrelated fields or without a significant emphasis on ML techniques were excluded. From an
initial pool of 250 studies, 75 met the inclusion criteria and 10 were selected for further analysis.

LRI

C. Summarize the Selected Studies

The following table summarizes the key studies selected for review, focusing on the machine learning
algorithms, datasets used, performance metrics, and limitations identified in each study:

TABLE 1: SUMMARIZE THE SELECTED STUDIES

Authors Year  Algorithm(s) Dataset Performance Limitations
Munkhdal 2019 DNNs Bank client AUC-ROC: High
aietal. data 0.89 computational
cost
Dastile et 2020 Random Consumer Accuracy: 91% Limited
al. Forests, SVMs credit interpretability
Plawiak etal. 2019 DGCEC Australian credit  Accuracy:92.5%  Expensive totrain
dataset
Tripathi et 2020  Extreme Financial F1-Score: 0.88 Requires
al. Learning institution feature tuning
Machines
Bao et al. 2019  Unsupervised Social media, F1-Score: 0.86 Integration
& Supervised utilities complexity
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D. Synthesize the Findings

The application of machine learning in credit risk assessment has brought transformative advancements,
particularly in handling large datasets. Ensemble methods like Random Forests have consistently demonstrated
superior performance over traditional models by effectively handling high- dimensional data and mitigating
overfitting (Dastile et al., 2020). Deep neural networks (DNNs), though powerful, often face challenges related to
computational costs and model interpretability (Munkhdalai et al., 2019). Meanwhile, hybrid models, such as the
Deep Genetic Cascade Ensemble Classifier (DGCEC), have shown promise in combining deep learning with
evolutionary algorithms, but their resource-intensive nature limits scalability (Plawiak et al., 2019). The integration
of alternative data sources (e.g., social media and utility payments) has also enhanced the predictive power of
machine learning models in assessing creditworthiness, especially for thin-file consumers (Bao et al., 2019).

1. Shift from Traditional to Advanced Methods in Credit Risk Assessment

Graph Type: Line chart or bar chart
Purpose: lllustrate the improvement in accuracy from traditional models (like Logistic Regression and
Discriminant Analysis) to advanced models (Deep Learning, Neural Networks, Hybrid Models).

Explanation:

. This chart shows the progression of accuracy from traditional models (Logistic
Regression, Discriminant Analysis) to advanced methods (Neural Networks, Deep Learning, and Hybrid
Models).

) The accuracy improvement demonstrates how newer models better predict credit risk due
to their ability to process complex data.

Usage of Machine Learning Algorithms in Credit Risk Assessment

Deep Leaming
Hybrid Models
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Fig 1 illustrates the shift from traditional models like Logistic Regression and Discriminant Analysis to
advanced methods such as Deep Learning, Neural Networks, and Hybrid Models, enhancing credit risk
assessment accuracy.

2. Integration of Unsupervised and Supervised Learning Techniques

Graph Type: Scatter plot (representing Principal Component 1 and Principal Component 2)
Purpose: Demonstrate how integrating unsupervised (clustering) and supervised (classification) techniques
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enhances credit scoring accuracy by leveraging alternative datasets.
Explanation:

e Principal Component 1 (PC1) and Principal Component 2 (PC2) are plotted to visualize how data
variance is captured through dimensionality reduction.

e Supervised learning clusters are shown in green, while unsupervised learning clusters are in red. The plot
shows how the integration of these techniques leverages alternative datasets to improve credit risk
predictions.

Integration of Unsupervised and Supervised Learning (Test Set)
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Principal Component 1

Figure 2 demonstrates the integration of unsupervised and supervised learning techniques, highlighting how
these models enhance predictive accuracy by leveraging alternative data. [Principal Component 1 and Principal
Component 2 represent reduced dimensions of the dataset, capturing key variance in the data. They help
visualize how unsupervised and supervised techniques improve credit risk model accuracy.]

E. Identified Gaps in the Literature

Despite the advancements in machine learning for credit risk assessment, several gaps remain unaddressed. A
significant concern is the lack of model interpretability, particularly with complex models like DNNs and hybrid
approaches. Financial institutions require transparent models to ensure regulatory compliance, but current black-
box ML models make it difficult to justify credit decisions. Additionally, integration of alternative data into
machine learning models remains underexplored. While some studies have incorporated alternative datasets, more
research is needed to assess how non- traditional data can improve credit scoring without introducing biases or
unfairness.

F. Propose Future Directions

To address current limitations, future research should prioritize the development of explainable Al models that
maintain high predictive accuracy while enhancing interpretability. This will meet the increasing demand for
transparency in financial decision-making processes. Additionally, the integration of alternative data sources—
such as 10T data, behavioral patterns, and social media activity—should be further explored to expand the
scope of credit assessment. Researchers should also focus on creating hybrid models that merge unsupervised
and supervised learning techniques to improve predictive performance, particularly for thin-file consumers who
lack extensive credit histories. This approach will help to bridge the gap between data availability and accurate
credit risk assessments.
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M. CRITICAL EVALUATION OF SURVEY

This survey offers a foundational overview of machine learning (ML) techniques applied to credit risk assessment,
presenting key algorithms, performance metrics, and their practical applications. The strength of this survey lies
in its systematic literature review methodology, which adds rigor to the selection and analysis of relevant studies.
This structured approach enhances the reliability of the findings and ensures an unbiased synthesis of the current
state of research. However, the survey could be enriched through more critical scrutiny of the selected studies'
methodologies, assumptions, and biases. While it effectively summarizes results, it falls short in evaluating the
methodological strengths and limitations of the individual studies. A deeper investigation into how these
approaches handle diverse datasets, feature selection, and bias mitigation would provide a more holistic view.
Furthermore, the inclusion of potential conflicts in findings or unresolved challenges in current research could
increase its scholarly depth. The survey also identifies key gaps in the literature, particularly the need for improved
interpretability of ML models and the integration of alternative data. Yet, a more extensive discussion around
these challenges, along with detailed exploration of potential solutions, would provide critical insights for
directing future research efforts. Addressing how these challenges manifest in real-world applications could guide
researchers in identifying practical solutions that enhance both model transparency and fairness.

Iv. KEY INSIGHTS FOR FUTURE RESEARCH DIRECTIONS
Explainable Al (XAl):

One of the survey's pivotal insights is the challenge posed by the opaque nature of complex ML models in credit
risk assessment. Future research should concentrate on developing XAl techniques that offer transparency and
interpretability without compromising predictive performance. Such models would empower financial
institutions to explain decisions, improving regulatory compliance and public trust.

Alternative Data:

We have acknowledged the untapped potential of alternative data sources like utility payments and social media.
However, ethical concerns around fairness and bias remain underexplored. Future research shouldinvestigate the
responsible use of these data types, ensuring that ML models built on alternative data are equitable and do not
perpetuate discrimination against underrepresented groups.

Hybrid Models:

The potential for hybrid models, combining machine learning with domain-specific expert knowledge, is briefly
mentioned but not fully explored. Future investigations should focus on optimal integration techniques, where
human judgment complements the data-driven insights of ML algorithms. This fusion could enhance model
reliability, especially in scenarios where ML alone may struggle with nuanced decisions.

Model Robustness and Adaptability:

In a fast-evolving financial landscape, credit risk models must be robust to market shifts and adaptable to new
data distributions. Research should prioritize developing techniques that enable models to cope with concept
drift and ensure they remain effective under changing conditions. Addressing model adaptability will be crucial
for long-term reliability.

Exploration of Alternative Datasets
i) Transactional Data:

Transactional patterns, such as spending behaviors, payment schedules, and categories of expenses, can provide
rich, behavior-based insights into creditworthiness. These patterns offer predictive value beyond traditional
credit history, particularly for thin-file consumers.

i) Telecommunication Data:

Data from mobile phone usage, including call frequency, duration, and location, may serve as proxies for
socioeconomic status and lifestyle factors. These insights could complement traditional data and improve the
accuracy of risk models.
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iii) Psychometric Data:

Traits assessed through psychometric testing, such as risk tolerance and decision-making under pressure, could
augment credit risk models. This is especially relevant for thin-file consumers, for whom conventional financial
data may be limited or unavailable.

iv) Environmental, Social, and Governance (ESG) Data:

ESG metrics offer a broader, long-term view of borrower sustainability, aligning credit risk assessment with
responsible investing practices. Incorporating ESG data could serve both financial performance and ethical
standards.

V. FUTURE DIRECTIONS IN MODEL DEVELOPMENT
Feature Engineering:

Effective feature engineering remains a cornerstone of high-performance credit risk models. Future research
should delve into advanced techniques such as automated feature extraction, leveraging algorithms to discover
relationships that manual engineering may overlook.

Model Validation and Monitoring:

Continuous model validation is critical to maintaining model integrity over time. Research should focus on
methods to identify and correct model drift, bias, and other emerging issues. Automated monitoring systems
capable of real-time adjustments could prove valuable for financial institutions that depend on accurate, up-to-
date models.

Scalability and Efficiency: As datasets in the financial sector grow in complexity and size, scalable machine
learning models become essential. Research into optimizing computational efficiency for both model training
and real-time inference will ensure that ML models can handle vast amounts of data while maintaining speedand

accuracy.
TABLE 1I: COMPARISON OF MACHINE LEARNING TECHNIQUES
Technique Accuracy Computational Interpretability  Scalability Best Suited  Reference
Cost for
RandomForest Highest Moderate Moderate High Complex, high- = Trivedi (2020);
dimensional Bequé &
datasets requiring Lessmann (2017);
high Moscato et al.
accuracy and (2021)
robustness
Support  High High Low Moderate High- Trivedi (2020);
Vector dimensional Munkhdalai et
Networks datasets al. (2019);
(SVNs) requiring Lappas &
precision, Yannacopoulos
where (2021)
computational
cost is less of
a concern
Neural High Very High Low High Complex tasks  Trivedi (2020);
Networks with non- Bao et al.
linear patterns,  (2019); Ma &
where Lv (2019)
interpretability
is less
important
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Logistic ~ Moderate Low High High Simple, low- Trivedi (2020);
Regression dimensional Attigeri et al.
datasets

where speed and (2017);
interpretability are Suhadolnik et

important al. (2023)
Naive Moderate Very Low High High Simple, large Trivedi (2020);
Bayes datasets where ~ Noriega et al.
speed is (2023); Aithal
critical but & Jathanna
complex (2019)
relationships
are not present
CART Moderate Low High Low Small-to- Trivedi (2020);
(Decision medium Attigeri et al.
Trees) datasets where  |(2017);
interpretability ~ Suhadolnik et
is key, but al. (2023)
overfitting
risk is
acceptable

VI. CONCLUSION

In summary, while this survey offers valuable insights into the current landscape of ML in credit risk assessment,
its scholarly contribution could be elevated by a more critical examination of existing research, an expanded
discussion of emerging challenges, and clear guidance on future research priorities.

The application of machine learning in credit risk assessment has made considerable progress, with algorithms
demonstrating enhanced predictive accuracy, scalability, and efficiency. Key approaches, including the
integration of unsupervised and supervised learning, the incorporation of expert knowledge, and the use of
ensemble methods, have significantly improved the performance of credit scoring models. As financial
institutions increasingly embrace these advanced technologies, continued research and development will further
refine these tools, leading to more reliable, transparent, and effective credit risk management systems.

VIl. ABBREVIATIONS AND ACRONYMS*
Al — Artificial Intelligence
ML — Machine Learning
AUC-ROC - Area Under the Receiver Operating Characteristic Curve
DNN — Deep Neural Network
CNN - Convolutional Neural Network
SVM - Support Vector Machine
GBM — Gradient Boosting Machine
RF — Random Forest
PCA — Principal Component Analysis
0T — Internet of Things
SJR — SClmago Journal Rank

F1-Score — Harmonic Mean of Precision and Recall
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PID — Proportional Integral Derivative (related to control systems)

DGCEC — Deep Generative Cooperative Energy-based Model for Credit Scoring

NLP — Natural Language Processing

JSON - JavaScript Object Notation

API — Application Programming Interface

ETL — Extract, Transform, Load (data process)

SQL - Structured Query Language

NoSQL — Non-relational or Not only SQL databases

DCVS — Dynamic Voltage and Frequency Scaling

DVFS — Dynamic Voltage and Frequency Scaling

PAM — Privileged Access Management

IGA — Identity Governance and Administration

SSO - Single Sign-On

RBAC — Role-Based Access Control

PCle — Peripheral Component Interconnect Express

SATA — Serial Advanced Technology Attachment

CAN — Controller Area Network

AWS — Amazon Web Services

*Common abbreviations are central to understanding the techniques and concepts discussed in this paper.
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