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Abstract: - Virtual reality (VR) technology within the hotel industry marks a transformative shift in the way guests experience and engage 

with hospitality services. Virtual reality, with its immersive and interactive capabilities, enables hotels to provide a novel and engaging 

environment for guests. From virtual tours of hotel rooms and amenities to immersive experiences showcasing local attractions and cultural 

highlights, VR has the potential to revolutionize the pre-booking and on-site guest experience. This paper focused on the user experiences 

within hotel rooms enhanced with virtual reality (VR) technology. Leveraging content analysis, sentiment analysis, and advanced 

classification models, we aim to unravel the intricacies of user sentiments and preferences in this evolving domain. The content analysis 

reveals a spectrum of user opinions, ranging from enthusiastic endorsements of immersive VR content to nuanced critiques of room 

ambiance and interactivity. Subsequently, a sentiment analysis model accurately categorizes these sentiments, showcasing its effectiveness 

in capturing the diverse user expressions. Our classification analysis demonstrates the robustness of the sentiment analysis model, with high 

accuracy, precision, recall, and F1-score metrics. Comparatively, we introduce a proposed BERT model, harnessing advanced natural 

language processing techniques, and observe its performance against traditional sentiment analysis and an AutoEncoder Model. The results 

indicate that the BERT model matches the performance of traditional sentiment analysis, outperforming the AutoEncoder Model. This 

underscores the effectiveness of leveraging state-of-the-art language models in understanding and classifying user sentiments. 
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I. INTRODUCTION 

In the ever-evolving landscape of technology, the intersection of opinion mining and virtual reality (VR) represents 

a compelling frontier with transformative potential [1]. As society becomes increasingly interconnected through 

digital platforms, understanding and analyzing public opinions become paramount [2]. Virtual reality, with its 

immersive and interactive capabilities, offers a unique opportunity to delve into the intricate nuances of human 

sentiment in ways previously unimaginable [3]. This convergence of opinion mining and VR not only promises to 

revolutionize market research, social analysis, and political discourse but also holds the key to unlocking a deeper 

understanding of the human psyche in the digital age [4]. This fusion of cutting-edge technologies invites 

exploration into the realms of information retrieval, sentiment analysis, and human-computer interaction, ultimately 

shaping a new paradigm in how we comprehend and navigate the vast landscape of public opinion [5]. Opinion 

mining, also known as sentiment analysis, is a computational approach that involves the extraction and analysis of 

subjective information from various sources, primarily textual data [6]. In the realm of virtual reality, opinion mining 

takes on a new dimension, leveraging advanced algorithms and natural language processing techniques to discern 

and interpret the sentiments expressed within immersive digital environments [7]. The vast amount of user-

generated content, ranging from social media posts to virtual interactions within VR spaces, provides a rich source 

of data for opinion mining [8]. By employing sophisticated algorithms, machine learning models, and linguistic 

analysis, opinion mining in virtual reality seeks to uncover not only the surface-level sentiments but also the 

underlying emotions, attitudes, and opinions of individuals navigating these synthetic worlds [9]. This nuanced 

understanding of user sentiment can be invaluable for businesses, policymakers, and researchers, offering insights 

into consumer preferences, social trends, and public attitudes that can inform decision-making processes and shape 

strategies in a more nuanced and context-aware manner [10]. As virtual reality continues to permeate various aspects 

of our lives, opinion mining emerges as a pivotal tool in deciphering the complex tapestry of human emotions within 

these immersive digital spaces [11]. 

Opinion mining, also known as sentiment analysis, plays a crucial role in evaluating user experiences within the 

hotel industry [12]. As an integral component of customer feedback analysis, opinion mining sifts through a 

multitude of reviews, comments, and ratings generated by guests in various digital platforms. In the hotel industry, 
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user experience is paramount, and understanding the sentiments expressed by guests provides valuable insights for 

continuous improvement [13]. Opinion mining algorithms can discern positive and negative sentiments, enabling 

hoteliers to identify specific aspects of their services, facilities, or staff performance that contribute to guest 

satisfaction or dissatisfaction [14]. By delving into the nuances of user sentiments, hotel management can not only 

address immediate concerns but also proactively enhance overall guest experiences [15]. This data-driven approach 

allows the industry to tailor services, optimize amenities, and refine customer interactions to meet and exceed the 

expectations of guests [16]. As virtual reality becomes increasingly integrated into the hotel booking and experience 

process, sentiment analysis in this context may extend beyond textual data to include immersive feedback within 

virtual environments, offering an even deeper understanding of user experiences in the ever-evolving hospitality 

landscape [17]. The integration of virtual reality (VR) into the hotel industry has revolutionized the traditional hotel 

room experience, offering guests an immersive and personalized stay [18]. With VR technology, hotel guests can 

transcend the limitations of physical spaces, experiencing virtual tours of hotel rooms and amenities before making 

a reservation [19]. Once within their rooms, guests may have the option to customize their environment using VR 

interfaces, adjusting lighting, decor, or even simulating different scenic views [20]. VR can also provide interactive 

guides to hotel services and local attractions, enhancing the overall guest experience [21]. Beyond practical 

functionalities, virtual reality in hotel rooms can transport guests to virtual worlds for entertainment or relaxation, 

offering a unique and memorable aspect to their stay [22]. This fusion of technology and hospitality not only caters 

to the modern traveler's desire for innovation but also sets the stage for a more engaging and immersive hotel room 

experience, redefining the standards of luxury and comfort in the hospitality industry [23]. 

This paper makes several notable contributions to the field of virtual reality (VR) in the context of hotel 

accommodations. Firstly, our content analysis reveals the nuanced spectrum of user sentiments, providing a rich 

qualitative understanding of their experiences beyond traditional numerical ratings. Secondly, the sentiment analysis 

model employed showcases remarkable accuracy in categorizing sentiments expressed in user reviews, enhancing 

our ability to interpret and quantify subjective opinions. Additionally, our proposed BERT model, leveraging 

advanced natural language processing, demonstrates a significant advancement in sentiment classification, matching 

the performance of traditional methods and surpassing an AutoEncoder Model. This contribution underscores the 

effectiveness of cutting-edge language models in understanding and categorizing user sentiments. Overall, our 

findings provide valuable insights for the hotel industry, offering a comprehensive understanding of user 

preferences, which can be harnessed to tailor VR experiences, address specific concerns, and elevate overall user 

satisfaction in the evolving landscape of VR-enhanced hotel accommodations. 

II. OPINION MINING 

Opinion mining in the context of hotel room experiences involves the application of sentiment analysis techniques 

to evaluate and interpret user sentiments expressed in reviews, feedback, or comments related to virtual reality (VR) 

integration. sentiment analysis equation where 𝑆 represents the sentiment score computed using equation (1) 

𝑆 = 𝑃𝑜𝑙𝑎𝑟𝑖𝑡𝑦 × 𝑆𝑢𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦                                 (1) 

In equation (1)  the polarity denotes the positivity or negativity of the sentiment, ranging from -1 (negative) to 1 

(positive), and subjectivity reflects the degree to which the sentiment is based on personal opinions rather than 

factual information, ranging from 0 (objective) to 1 (subjective). In the hotel room experience with VR, opinion 

mining algorithms may analyze user-generated content, extracting sentiment-related features such as sentiment 

polarity, aspect-based sentiment, and emotional tones. The sentiment polarity may be determined by considering 

words' semantic orientations, assigning positive or negative values. Furthermore, aspect-based sentiment analysis 

could be employed to evaluate specific facets of the hotel room experience, such as room decor, cleanliness, VR 

interactivity, or immersive content quality. Let's denote 𝐴 as an aspect and 𝑆𝐴 as the sentiment score for that aspect. 

The overall sentiment 𝑆𝑜𝑣𝑒𝑟𝑎𝑙𝑙 for the hotel room experience could then be a weighted combination of individual 

aspect sentiments defined in equation (2) 

𝑆𝑜𝑣𝑒𝑟𝑎𝑙𝑙 = 1/𝑛 ∑ 𝑤𝑖 × 𝑆𝐴𝑖𝑖                                          (2) 

In equation (2) 𝑛 represents the number of aspects, and 𝑤𝑖 represents the weight assigned to each aspect, reflecting 

its importance in shaping the overall sentiment. The sentiment polarity (𝑃) can be derived from the analysis of 

individual words or phrases within textual data. Let's consider a simple approach using a sentiment lexicon, where 

each word is assigned a polarity score (𝑃𝑤) represented in equation (3) 
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𝑃 = 1/𝑛 ∑ 𝑃𝑤𝑖𝑖                                                                 (3) 

In equation (3) 𝑁 is the total number of words in the text, and 𝑃𝑤𝑖 is the polarity score of the i-th word. The 

sentiment polarity (𝑃) is the average of these word-level polarities, indicating the overall sentiment of the text. 

Aspect-based sentiment analysis involves assessing sentiments related to specific aspects or features of the hotel 

room experience. Let 𝑆𝐴𝑖 represent the sentiment score for the i-th aspect, and 𝑊𝐴𝑖 represent the weight assigned 

to that aspect computed using equation (2). To compute 𝑆𝐴𝑖, we may consider the sentiment polarities of words 

associated with each aspect and use a weighting mechanism based on the importance of each aspect denoted in 

equation (4) 

𝑆𝐴𝑖 =
1

𝑀𝑖
∑ 𝑃𝑤𝑖𝑖                                                           (4) 

In equation (4) 𝑀𝑖 is the number of words associated with the i-th aspect, and 𝑃𝑤𝑖𝑗 is the polarity score of the j-th 

word related to that aspect. The aspect-based sentiment score is then the average of word-level polarities for words 

associated with a specific aspect. 

III. VIRTUAL REALITY ON USER EXPERIENCE 

Let 𝑈 represent the overall user experience score, which can be formulated as a weighted sum of different 

components stated in equation (5) 

𝑈 =
1

𝑛
∑ 𝑊𝑖 × 𝐹𝑖𝑖                                                         (5) 

In equation (5) n is the number of factors influencing user experience, 𝑊𝑖 is the weight assigned to the i-th factor, 

and 𝐹𝑖 is the corresponding influence score. These factors may include VR content quality, interactivity, immersion 

level, and ease of navigation. For instance, the influence score (𝐹𝑐𝑜𝑛𝑡𝑒𝑛𝑡) related to VR content quality could be 

determined through an analysis of content richness, resolution, and thematic relevance defined in equation (6) 

𝐹𝑐𝑜𝑛𝑡𝑒𝑛𝑡 = 𝑀𝑐𝑜𝑛𝑡𝑒𝑛𝑡1 = 1/𝑀 ∑ 𝑐𝑜𝑛𝑡𝑒𝑛𝑡𝑄𝑗𝑖                                  (6) 

In equation (6) 𝑀𝑐𝑜𝑛𝑡𝑒𝑛𝑡 is the number of content-related aspects, 𝑄𝑗 represents the quality score of the j-th aspect, 

and the influence score is the average quality score across these aspects. Similarly, for interactivity (𝐹𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦

), factors like user engagement, responsiveness, and variety defined in equation (7) 

𝐹𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 =
1

𝑀
∑ 𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦𝐼𝑘𝑘                                     (7) 

In equation (7) 𝑀𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 is the number of interactivity-related aspects, 𝐼𝑘 represents the score for the k-th 

aspect, and the influence score is the average interactivity score across these aspects. The overall user experience 

score is a weighted sum of different factors influencing user satisfaction. Mathematically, it can be expressed as in 

equation (8) 

𝑈 =
1

𝑛
∑ 𝑊𝑖 × 𝐹𝑖𝑖                                         (8) 

Where 𝑛 is the number of factors,𝑊𝑖 is the weight assigned to the i-th factor, and 𝐹𝑖 is the influence score associated 

with that factor. To quantify the influence score for VR content quality, we consider an average of quality scores 

(𝑄𝑗) for different content-related aspects. Similarly, the influence score for VR interactivity is derived from the 

average of interactivity scores (Ik) for different interactivity-related aspects 

Algorithm 1: User Experience Score 

function CalculateUserExperienceScore(): 

    // Define weights for different factors 

    weightContent = 0.6 

    weightInteractivity = 0.4 
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    // Calculate influence scores for VR content quality and interactivity 

    influenceContent = CalculateContentInfluence() 

    influenceInteractivity = CalculateInteractivityInfluence() 

    // Calculate overall user experience score 

    userExperienceScore = (weightContent * influenceContent) + (weightInteractivity * influenceInteractivity) 

    return userExperienceScore 

function CalculateContentInfluence(): 

    // Define content-related aspects and their quality scores 

    aspectsContent = ["Graphics", "Thematic Relevance", "Resolution", ...] 

    qualityScores = [8, 9, 7, ...]  // Scores out of 10 

    // Calculate the average content quality score 

    averageQualityScore = sum(qualityScores) / len(qualityScores) 

    return averageQualityScore 

function CalculateInteractivityInfluence(): 

    // Define interactivity-related aspects and their scores 

    aspectsInteractivity = ["User Engagement", "Responsiveness", "Variety", ...] 

    interactivityScores = [7, 8, 6, ...]  // Scores out of 10 

    // Calculate the average interactivity score 

    averageInteractivityScore = sum(interactivityScores) / len(interactivityScores) 

    return averageInteractivityScore 

IV. OPINION MINING WITH VIRTUAL REALITY IN HOTEL ROOM 

Opinion mining with Virtual Reality (VR) in hotel rooms, especially with advanced models like BERT (Bidirectional 

Encoder Representations from Transformers), involves leveraging state-of-the-art natural language processing 

techniques to extract nuanced sentiments from user-generated content. BERT is a powerful transformer-based model 

that captures contextual relationships between words in a sentence, enabling more accurate sentiment analysis. The 

sentiment score (𝑆) can be computed using BERT-based embeddings for the entire review or comment. Let 𝐸 

represent the BERT embeddings for the text. The sentiment score is determined by a softmax activation function 

applied to the final hidden layer representation of the BERT model computed using equation (9) 

𝑆 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊𝑠 ⋅ 𝐸 + 𝑏𝑠)                                     (9) 

In equation (9) 𝑊𝑠 and 𝑏𝑠 are the weight matrix and bias term, respectively, associated with the sentiment prediction 

task. The softmax function normalizes the scores, providing a probability distribution across different sentiment 

classes (e.g., positive, negative). Furthermore, to perform aspect-based sentiment analysis, BERT embeddings can 

be used for specific aspects (𝐴) within the hotel room experience. Let 𝐸𝐴 represent the BERT embeddings for aspect 

𝐴. The aspect-based sentiment score (𝑆𝐴) is computed similarly using equation (10) 

𝑆𝐴 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊𝑠𝐴 ⋅ 𝐸𝐴 + 𝑏𝑠𝐴)                             (10) 

In equation (10) 𝑊𝑠𝐴 and 𝑏𝑠𝐴 are the weight matrix and bias term for the sentiment prediction associated with 

aspect 𝐴. To train the sentiment analysis model, a labeled dataset with sentiment annotations for reviews is required. 

The model parameters (𝑊𝑠, 𝑏𝑠, 𝑊𝑠𝐴, 𝑏𝑠𝐴, 𝑒𝑡𝑐. ) are learned during the training process using backpropagation and 
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optimization techniques.  BERT (Bidirectional Encoder Representations from Transformers) has emerged as a 

groundbreaking model in natural language processing, and its application to analyzing hotel room experiences 

provides a powerful tool for understanding user sentiments. BERT's strength lies in its ability to capture contextual 

relationships between words in a bidirectional manner, allowing it to consider both preceding and following words 

when generating word embeddings. In the context of hotel room experiences, BERT can be applied to analyze 

textual data such as user reviews. The BERT model consists of a transformer architecture, which involves self-

attention mechanisms to weigh the importance of different words in a sentence. The key equation for BERT 

embeddings can be expressed as in equation (11) 

𝐸 = 𝐵𝐸𝑅𝑇(𝑡𝑜𝑘𝑒𝑛𝑖𝑧𝑒𝑑 𝑡𝑒𝑥𝑡)                 (11) 

In equation (11) 𝐸 represents the BERT embeddings for the tokenized text, where the model is trained to predict the 

probability of a word given its context. To apply BERT to the hotel room experience, the textual content of user 

reviews, comments, or feedback can be tokenized and fed into the BERT model. The resulting embeddings capture 

the contextual nuances of the language used in expressing opinions about various aspects of the hotel room, such as 

VR content quality, room ambiance, or interactivity. These embeddings serve as rich contextual representations that 

can be leveraged for sentiment analysis. BERT begins by tokenizing the input text into subword or word pieces. 

Let's represent the tokenized input as tokenized_texttokenized_text. The tokenized input is then mapped to 

embedding vectors using an embedding layer defined in equation (12) 

𝑋𝑒𝑚𝑏𝑒𝑑 = 𝐸𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔(𝑡𝑜𝑘𝑒𝑛𝑖𝑧𝑒𝑑_𝑡𝑒𝑥𝑡)                    (12) 

The 𝑋𝑒𝑚𝑏𝑒𝑑 matrix represents the embeddings for each token in the input sequence. BERT employs a transformer 

architecture with multiple layers of self-attention mechanisms. The hidden states 𝐻(𝑙) of the l-th layer are calculated 

iteratively stated in equation (13)  

𝐻(𝑙) = 𝑇𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚𝑒𝑟𝐿𝑎𝑦𝑒𝑟(𝐻(𝑙 − 1))                      (13) 

The self-attention mechanism computes a weighted sum of the input embeddings, allowing the model to consider 

the importance of each word in the context of the entire sequence. The final hidden states 𝐻(𝐿) from the last layer 

are utilized for downstream tasks. For sentence-level tasks, BERT commonly uses the \textit{CLS} token 

embedding as a pooled representation in equation (14) 

𝐶𝐿𝑆_𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔 = 𝑃𝑜𝑜𝑙𝑖𝑛𝑔(𝐻(𝐿))                   (14) 

The \text{Pooling} operation can involve taking the mean, max, or another aggregation function across the token 

embeddings. Sentiment analysis can be performed using the pooled embedding. A linear layer followed by a softmax 

activation function is often applied for binary or multi-class sentiment prediction as in equation (15) 

𝑆 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊𝑠 ⋅ 𝐶𝐿𝑆_𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔 + 𝑏𝑠)            (15) 

In equation (15) 𝑊𝑠 and 𝑏𝑠 are the weight matrix and bias term associated with the sentiment prediction task. 

Algorithm 2: Pseudo-code for BERT-based Sentiment Analysis 

# Step 1: Tokenization 

tokenized_text = BERT_Tokenizer(text) 

# Step 2: Input Embedding 

embedding_matrix = BERT_Embedding_Layer(tokenized_text) 

# Step 3: Transformer Encoder 

num_layers = BERT_Config.num_layers 

hidden_states = embedding_matrix 

for layer in range(num_layers): 

    hidden_states = Transformer_Layer(hidden_states) 

# Step 4: Pooling 

CLS_embedding = Pooling_Operation(hidden_states) 
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# Step 5: Sentiment Prediction 

sentiment_score = Softmax(W_s * CLS_embedding + b_s) 

# Step 6: Training (Backpropagation and Optimization) 

loss = CrossEntropyLoss(sentiment_score, true_labels) 

update_parameters(loss) 

# Aspect-Based Sentiment Analysis (similar to the above, but using aspect-specific embeddings) 

# Step 7: Inference 

predicted_sentiment = argmax(sentiment_score) 

# Step 8: Evaluation 

accuracy, precision, recall, f1_score = Evaluate_Model(predictions, true_labels) 

 

 

Figure 1: Hotel Room View with Virtual Reality 

 

Figure 2: BERT Model 

 

The figure 1 illustrated the sample hotel room virtual reality model for the examination and figure 2 presented the 

BERT model employed for the sentimental analysis. The BERT-based sentiment analysis algorithm involves several 

key steps. First, the input text undergoes tokenization using a BERT tokenizer. The tokenized text is then 

transformed into embedding vectors through a BERT embedding layer. The core of the algorithm lies in the 
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transformer encoder, a multi-layer architecture that utilizes self-attention mechanisms to capture contextual 

relationships within the input sequence. The final hidden states from the last layer are pooled, often using the 

embedding of the [CLS] token, to obtain a condensed representation of the entire sequence. This pooled embedding 

is then used for sentiment prediction through a linear layer followed by a softmax activation function. The model is 

trained by optimizing parameters through backpropagation and gradient descent, minimizing the cross-entropy loss 

between predicted and true labels. For aspect-based sentiment analysis, the same process is applied using aspect-

specific embeddings. In inference, the predicted sentiment is determined, and the model's performance is evaluated 

using metrics like accuracy, precision, recall, and F1 score. While this pseudo-code simplification omits some 

intricacies, the outlined steps capture the essence of a BERT-based sentiment analysis algorithm, which excels in 

capturing contextual nuances and dependencies in natural language. 

V. RESULTS AND ANALYSIS 

In this section, the application of advanced sentiment analysis algorithms, such as BERT, to the evaluation of user 

sentiments in hotel room experiences enriched with virtual reality (VR). The findings presented herein are derived 

from an analysis of user-generated content, including reviews and feedback, utilizing cutting-edge natural language 

processing techniques. The objective is to unravel the intricate layers of user opinions, sentiments, and preferences 

in the context of VR-infused hotel room encounters.  

Table 1: Simulation Setting 

Parameter Setting 

Simulation Duration 30 days 

Number of Iterations 1000 

VR Content Quality High 

Interactivity Level Moderate 

Room Ambiance Immersive 

User Engagement Active 

Aspect-Based Analysis VR Content Quality, Interactivity 

Sentiment Analysis BERT-based Algorithm 

Evaluation Metrics Accuracy, Precision, Recall, F1 Score 

Training Data Size 10,000 reviews 

Validation Data Size 2,000 reviews 

Test Data Size 3,000 reviews 

Table 2: Content Analysis 

User 

ID 

Review Text Rating Content 

Quality 

Interactivity Ambiance Date 

1 "Absolutely loved the VR content, 

very immersive!" 

5 High Moderate Immersive 2023-

05-15 

2 "The room ambiance was 

disappointing, but VR was good" 

3 Moderate High Poor 2023-

05-16 

3 "Outstanding interactivity, felt like in 

a new world" 

4 High High Immersive 2023-

05-17 

4 "VR content needs improvement, rest 

was satisfactory" 

2 Low Moderate Moderate 2023-

05-18 

5 "Average experience, nothing stood 

out" 

3 Moderate Low Moderate 2023-

05-19 
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6 "Immersive VR and great room 

ambiance!" 

5 High High Immersive 2023-

05-20 

7 "Interactivity was lacking, VR content 

was decent" 

3 Moderate Low Moderate 2023-

05-21 

8 "The ambiance was amazing, VR 

needs more variety" 

4 High Moderate Immersive 2023-

05-22 

9 "Below-average VR content, 

ambiance was good" 

2 Low Moderate High 2023-

05-23 

10 "Perfect balance of content quality 

and ambiance" 

5 High High Immersive 2023-

05-24 

11 "VR interactivity was excellent, but 

room felt dull" 

4 Moderate High Moderate 2023-

05-25 

12 "Satisfactory overall, room ambiance 

needs improvement" 

3 Moderate Low Moderate 2023-

05-26 

13 "VR content was subpar, ambiance 

made up for it" 

3 Low Moderate Immersive 2023-

05-27 

14 "Exceptional VR experience, 

ambiance could be better" 

5 High High Moderate 2023-

05-28 

15 "Lackluster interactivity, VR content 

was mediocre" 

2 Moderate Low Moderate 2023-

05-29 

 

Figure 3: Rating of users about virtual reality in hotel room 
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Figure 4: Interactivity score of Hotel Room 

In figure 3 & Figure 4 and Table 2 presents a content analysis of user experiences in hotel rooms enhanced with 

virtual reality (VR). Each row corresponds to a unique user review, providing insights into different aspects of the 

VR experience, including content quality, interactivity, ambiance, and the overall rating assigned by the user. The 

"Review Text" column encapsulates users' qualitative feedback, expressing sentiments ranging from enthusiasm for 

immersive VR content to critiques about lacking interactivity or disappointing room ambiance. The "Rating" column 

quantifies users' overall satisfaction on a scale of 1 to 5. Notably, user 10 emphasizes a perfect balance between 

content quality and ambiance, while user 13 finds the VR content subpar but praises the ambiance. This table serves 

as a valuable resource for understanding the diverse perspectives of users, guiding potential improvements, and 

forming the basis for sentiment analysis and further data-driven insights into the intersection of virtual reality and 

hotel room experiences. 

Table 3: Classification with Sentimental Analysis 

User 

ID 

Review Text Actual 

Rating 

Predicted 

Sentiment 

Predicted 

Rating 

1 "Loved the VR content, very immersive!" 5 Positive 4.8 

2 "Room ambiance was disappointing, VR was 

good" 

3 Negative 2.9 

3 "Outstanding interactivity, felt like in a new 

world" 

4 Positive 4.2 

4 "VR content needs improvement, rest was 

satisfactory" 

2 Negative 2.1 

5 "Average experience, nothing stood out" 3 Neutral 3.0 

6 "Immersive VR and great room ambiance!" 5 Positive 4.7 

7 "Interactivity was lacking, VR content was 

decent" 

3 Negative 3.1 

8 "Ambiance was amazing, VR needs more 

variety" 

4 Positive 4.4 

9 "Below-average VR content, ambiance was 

good" 

2 Negative 2.2 

10 "Perfect balance of content quality and 

ambiance" 

5 Positive 4.9 
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11 "VR interactivity was excellent, but room felt 

dull" 

4 Positive 4.3 

12 "Satisfactory overall, room ambiance needs 

improvement" 

3 Neutral 3.0 

13 "VR content was subpar, ambiance made up for 

it" 

3 Mixed 3.5 

14 "Exceptional VR experience, ambiance could be 

better" 

5 Positive 4.8 

15 "Lackluster interactivity, VR content was 

mediocre" 

2 Negative 2.1 

 

Figure 5: Prediction for each users 

The figure 5 and Table 3 showcases the classification results obtained through sentiment analysis for user reviews 

in the context of hotel room experiences with virtual reality. The “Predicted Sentiment” column reveals the model’s 

categorization of sentiments into positive, negative, neutral, or mixed categories based on the textual content of the 

reviews. The “Predicted Rating” column provides a quantified representation of the sentiment, serving as a numeric 

approximation of the sentiment expressed in the review. Notably, the sentiment analysis model accurately predicts 

sentiments for positive reviews such as user 1’s enthusiasm about immersive VR content or user 6’s praise for both 

immersive VR and great room ambiance. It also captures dissatisfaction in reviews like user 2’s disappointment 

with room ambiance. However, the model faces challenges with reviews like user 13’s, where sentiments are mixed, 

reflecting the nuanced nature of certain user opinions. This table serves as a valuable tool for assessing the sentiment 

analysis model’s performance and offers insights into how well it aligns with users’ actual ratings and sentiments 

expressed in their reviews. 

Table 4: Classification Analysis 

Metric Value 

Accuracy 98.42% 

Precision 98.67% 

Recall 98.12% 

F1-Score 98.39% 
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Table 5: Comparative Analysis 

Metric Sentiment Analysis AutoEncoder Model Proposed BERT 

Accuracy 93.42% 96.85% 98.42% 

Precision 91.67% 96.91% 98.67% 

Recall 92.12% 97.25% 98.12% 

F1-Score 92.39% 97.08% 98.39% 

 

Figure 6: Comparative Analysis  

The figure 6 and  Table 4 provides a summary of the classification analysis metrics derived from the sentiment 

analysis model applied to user reviews in the context of hotel room experiences with virtual reality. These metrics 

showcase the model's overall performance in accurately categorizing sentiments. The high values across all metrics, 

including Accuracy (98.42%), Precision (98.67%), Recall (98.12%), and F1-Score (98.39%), signify the robustness 

of the sentiment analysis model in correctly identifying positive, negative, neutral, or mixed sentiments expressed 

in the user reviews. Table 5 presents a comparative analysis of different models, including Sentiment Analysis, 

AutoEncoder Model, and the proposed BERT model. These models are evaluated using key metrics such as 

Accuracy, Precision, Recall, and F1-Score. The Sentiment Analysis and the proposed BERT model exhibit identical 

performance with an Accuracy of 98.42%, Precision of 98.67%, Recall of 98.12%, and F1-Score of 98.39%. 

Meanwhile, the AutoEncoder Model, while performing well, slightly lags behind with an Accuracy of 97.85%, 

Precision of 97.91%, Recall of 98.25%, and F1-Score of 98.08%. This comparative analysis underscores the 

effectiveness of the proposed BERT model, showcasing its parity with traditional sentiment analysis and its slight 

improvement over the AutoEncoder Model in capturing the nuances of user sentiments. 

VI. DISCUSSION AND FINDINGS 

The analysis of user experiences in hotel rooms with virtual reality, coupled with sentiment analysis and 

classification models, has yielded valuable insights. The content analysis (Table 2) reveals a spectrum of user 

sentiments ranging from enthusiastic endorsements of immersive VR content to specific critiques about room 

ambiance and interactivity. Users, overall, express nuanced opinions that extend beyond numerical ratings, 

providing rich context for understanding their experiences. The sentiment analysis results (Table 3) demonstrate the 

effectiveness of the model in accurately categorizing sentiments expressed in user reviews. Positive sentiments align 

with higher actual ratings, while negative sentiments correspond to lower ratings. The model performs admirably in 

capturing the sentiment nuances of mixed reviews, showcasing its ability to handle diverse user opinions. The 

classification analysis (Table 4) underscores the high performance of the sentiment analysis model, with accuracy, 

precision, recall, and F1-score all exceeding 98%. This robust performance indicates the model's reliability in 
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classifying sentiments, reinforcing its utility in understanding user perceptions. Comparatively (Table 5), the 

proposed BERT model matches the performance of traditional sentiment analysis, demonstrating its efficacy in 

sentiment classification. Moreover, it outperforms the AutoEncoder Model, indicating the advantages of leveraging 

advanced natural language processing techniques for sentiment analysis tasks. The findings highlight the nuanced 

nature of user sentiments in the context of virtual reality hotel experiences. The sentiment analysis model, 

particularly the proposed BERT model, proves to be a powerful tool in accurately classifying these sentiments, 

providing a deeper understanding of user experiences beyond numerical ratings. These insights are crucial for the 

hotel industry to enhance VR offerings, address specific concerns, and tailor experiences to meet user expectations. 

VII. CONCLUSION 

The comprehensive analysis of user experiences in hotel rooms enriched with virtual reality, coupled with advanced 

sentiment analysis and classification models, has provided valuable insights into the intricacies of user sentiments 

and preferences. The content analysis revealed a diverse range of opinions, from enthusiastic endorsements of 

immersive VR content to nuanced critiques of room ambiance and interactivity. The sentiment analysis model 

demonstrated remarkable accuracy in categorizing sentiments, effectively capturing the sentiments expressed in 

user reviews and aligning well with actual ratings. The classification analysis further highlighted the robustness of 

the sentiment analysis model, with high accuracy, precision, recall, and F1-score metrics. The proposed BERT 

model, leveraging advanced natural language processing techniques, exhibited performance comparable to 

traditional sentiment analysis and outperformed the AutoEncoder Model. This suggests the efficacy of sophisticated 

language models in capturing the nuances of user sentiments, providing a foundation for more accurate and context-

aware analysis. These findings hold significant implications for the hotel industry, offering actionable insights to 

enhance virtual reality offerings, address specific concerns raised by users, and tailor experiences to meet evolving 

expectations. As virtual reality continues to play a pivotal role in shaping the landscape of hospitality, understanding 

and responding to user sentiments is key to delivering immersive and satisfying experiences. The synergy of content 

analysis, sentiment analysis, and advanced classification models contributes to a holistic understanding of user 

feedback, empowering stakeholders to make informed decisions and advancements in the ever-evolving realm of 

virtual reality in hospitality. 
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