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Abstract: - This project  introduces an improved flame and smoke detection algorithm based on YOLOv5s, incorporating the ODConvBS 

(Ordinary Convolutional Blocks with Spatial Attention) to enhance the extraction of attentional features from the convolutional kernel. 

Additionally, the model incorporates Gnconv in the Neck to improve high-order spatial information extraction. The traditional algorithms 

for flame and smoke detection suffer from issues such as low accuracy, high miss rates, low detection efficiency, and poor performance in 

detecting small targets, leading to significant losses in fire-related incidents. Using a dataset of flame and smoke, the upgraded YOLOv5s 

model demonstrated a significant improvement,  increase in mean average precision (mAP). The accuracy rate, recall rate, and detection 

speed also saw substantial enhancements respectively. The proposed algorithm not only addresses the shortcomings of traditional flame 

and smoke detection methods but also showcases tangible performance improvements, making it a promising solution for real-time and 

accurate fire detection. The integration of novel components in the model architecture contributes to enhanced feature extraction, leading 

to better overall detection performance in terms of accuracy, recall, and speed.The project extends its performance capabilities by 

incorporating advanced detection techniques with YOLO v5x6 and YOLOv8, in which YOLO v5x6 achieved notable metrics of 79.2% 

mAP, 74% recall, and 80.6% precision. 
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1. INTRODUCTION 

Fire will inflict significant damage to human life and property in daily activities, as well as do harm to the 

healthy development of society. However, in the early stages of a fire disaster, the flame is easily extinguished. 

As a result, by detecting flame and smoke accurately and quickly, the loss caused by the fire may be minimized 

to sustain normal production. Early flame detection frequently collects flame and smoke data using different 

temperature sensors, smoke sensors, and photosensitive sensors to assess whether a fire has occurred. However, 

the installation position and effective range of the sensor, as well as the external light and ambient humidity, 

will have a significant impact on the detection accuracy of the flame and smoke. The task of object detection is 

to find and classify all target objects in a picture, which is one of the fundamental tasks in the computer vision 

field. At the current stage, object detection algorithms are divided into two categories:Twostage [1] and 

Onestage [2]. The twostage architecture generates pre-selected boxes that may contain objects to be detected 

and extracted by features and then conducts classification and regression localization. The twostage architecture 

does not need to generate pre-selected boxes and can extract features directly in the network to predict the 

classification and location of an object. 

With the continuous upgrading of computer vision algorithms and hardware conditions, deep learning-based 

methods for detecting flame and smoke have surpassed traditional manual methods, and deep learning models 

can extract more abstract and deeper features from images with more powerful generalization compared to 

traditional methods. In 2010, Frizzi et al [3] first used a convolutional neural network for the image of flame and 

smoke detection, which pioneered the feature extraction algorithm of flame and smoke The deep learning-based 

flame and smoke detection task can be divided into three parts: classification [4] (determining whether the input 

image contains flame or smoke), detection (identifying whether the image contains flame and smoke and 

annotating it with an anchor), and segmentation [5] (identifying whether the image contains flame and smoke 

and annotating its shape).  

In 2019, Lin et al [6] developed a joint detection framework by combining Faster R-CNN and 3D CNN, where 

Faster R-CNN enables smoke localization in static spatial information and 3D CNN [7] achieves the recognition 

of smoke by combining the information of dynamic spatiotemporal. Compared with the common convolutional 

detection algorithm of smoke, this method improves significantly in the detection accuracy of smoke. In 2020, 
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Li et al [8] used Faster R-CNN [9], R-FCN [10], SSD [11], and YOLOv3 [12] for flame detection, and they 

found that the CNN-based flame detection model could achieve a better balance of accuracy and detection. 

To address the model’s high miss detection rate, recursive gated convolution (Gnconv) is introduced into FPN to 

form a new Gnconv-FPN structure, which improves the model’s interaction ability of higher-order information, 

achieves the same effect as the self-attention mechanism, avoids target information loss, and improves the 

detection accuracy of small targets even further. To boost the ability to extract features of the model even 

further, an ultra-lightweight replacement attention mechanism (Shuffle Attention) is included after the FPN 

structure to integrate all features and perform component feature communication through channel replacement 

operation. Lastly, the SIOU [27] loss function is used to enhance the training and convergence time of the model 

by fully accounting for the vector angle between regressions. 

 

2. LITERATURE SURVEY 

Due to object detection's close relationship with video analysis and image understanding, it has attracted much 

research attention in recent years. Traditional object detection [21] methods are built on handcrafted features 

and shallow trainable architectures. Their performance easily stagnates by constructing complex ensembles 

which combine multiple low-level image features with high-level context from object detectors and scene 

classifiers. With the rapid development in deep learning, more powerful tools, which are able to learn semantic, 

high-level, deeper features, are introduced to address the problems existing in traditional architectures. These 

models behave differently in network architecture, training strategy and optimization function, etc. In this paper 

[1], we provide a review on deep learning based object detection frameworks. Our review begins with a brief 

introduction on the history of deep learning and its representative tool, namely Convolutional Neural Network 

(CNN) [13,16]. Then we focus on typical generic object detection architectures along with some modifications 

and useful tricks to improve detection performance further. As distinct specific detection tasks exhibit different 

characteristics, we also briefly survey several specific tasks, including salient object detection, face detection 

and pedestrian detection. Experimental analyses are also provided to compare various methods and draw some 

meaningful conclusions. Finally, several promising directions and tasks are provided to serve as guidelines for 

future work in both object detection and relevant neural network based learning systems. 

Object detection [1,2,9,10] is a fundamental visual recognition problem in computer vision and has been widely 

studied in the past decades. Visual object detection aims to find objects of certain target classes with precise 

localization in a given image and assign each object instance a corresponding class label. Due to the tremendous 

successes of deep learning based image classification, object detection techniques using deep learning have been 

actively studied in recent years. In this paper [2], we give a comprehensive survey of recent advances in visual 

object detection with deep learning. By reviewing a large body of recent related work in literature, we 

systematically analyze the existing object detection frameworks and organize the survey into three major parts: 

(i) detection components, (ii) learning strategies, and (iii) applications & benchmarks. In the survey, we cover a 

variety of factors affecting the detection performance in detail, such as detector architectures, feature learning, 

proposal generation, sampling strategies, etc. Finally, we discuss several future directions to facilitate and spur 

future research for visual object detection with deep learning. Keywords: Object Detection, Deep Learning, 

Deep Convolutional Neural Networks. 

A video flame detection method based on the multi-feature fusion is presented in this paper [3]. The temporal 

and spatial characteristics of flames, such as ordinary flame movement and color clues, a flame flickering 

detection algorithm [8] is incorporated into the scheme to detect fires in color video sequences. An improved 

Gaussian mixture model method is firstly adopted to extract moving foreground objects from the still 

background of detection scenes; secondly, detected moving objects are then categorized into candidate and non-

candidate flame regions by using a flame color filtering algorithm; finally, a flame flicker identification 

algorithm based on statistical frequency counting is used to distinguish true flames from fire-like objects in 

video images. Testing results show that the proposed algorithms are effective, robust and efficient. The 

processing rate of the flame detection method can achieve 24 fps with image size of 320 × 240 pixels on a PC 

with an AMD 2.04 GHz processor. 

Fire is the result of chemical reactions taking place between the oxygen and the rest of the atmosphere, which on 

large scales causes an ecological imbalance by giving out bi-products such as smoke. More than 90 Million 

cases of fire incidents have been reported since 1990 causing loss of life as well as endangered and vulnerable 
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resources. The reason most of the time is unknown, but global warming is cited as one of the factors in the case 

of forest fires. Through this work [4], we develop a multi-disciplinary system that reports the traces of fire and 

smoke under any isolation. The system uses Computer Vision for analyzing and detecting fire or smoke in real-

time through a Deep Learning algorithm [3,4,21] and alerts back upon found. 

Fire disaster throughout the globe causes social, environmental, and economical damage, making its early 

detection and instant reporting essential for saving human lives and properties. Smoke detection plays a key role 

in early fire detection [14] but majority of the existing methods are limited to either indoor or outdoor 

surveillance environments, with poor performance for hazy scenarios. In this paper [5], we present a 

Convolutional Neural Network (CNN)-based smoke detection and segmentation framework for both clear and 

hazy environments. Unlike existing methods, we employ an efficient CNN architecture, termed EfficientNet, for 

smoke detection with better accuracy. We also segment the smoke regions using DeepLabv3+, which is 

supported by effective encoders and decoders along with a pixel-wise classifier for optimum localization. Our 

smoke detection results evince a noticeable gain up to 3% in accuracy and a decrease of 0.46% in False Alarm 

Rate (FAR), while segmentation reports a significant increase of 2% and 1% in global accuracy and mean 

Intersection over Union (IoU) scores, respectively. This makes our method a best fit for smoke detection and 

segmentation in real-world surveillance settings. 

 

3. METHODOLOGY 

i) Proposed Work: 

The project  proposes the detection algorithm of flame and smoke based on ODConvBS in YOLOv5s 

[25,26,27]. Firstly, the ordinary convolutional blocks in the backbone network of YOLOv5s are replaced with 

ODConvBS to achieve the extraction of attentional features from the convolutional kernel. Secondly, Gnconv is 

introduced into Neck to improve the high-order spatial information extraction ability of the model.As also, the 

project explores the application of YOLO v8 and YOLO v5x6 models to further enhance the performance of 

flame and smoke detection, aiming for more accurate final predictionsin which YOLO v5x6 achieved notable 

metrics of 79.2% mAP, 74% recall, and 80.6% precision. These advanced models bring additional capabilities 

and improvements in object detection, contributing to the overall efficacy of the detection algorithm. 

Additionally, it added envisions the development of a user-friendly front end using the Flask framework, 

facilitating user testing and interaction. 

ii) System Architecture: 

A complete flame and smoke detection model is built on the computer as shown in Figure 1. The input flame 

and smoke images first go through feature extraction based on the ODConvBS[25,26,27] backbone network. At 

the end of the backbone network, the SPPF module, which is faster, is used to unify the scale of the feature 

maps extracted by the backbone network and improve the accuracy of the feature extraction. The feature maps 

are then sent to the neck network (Gnconv-FPN) for feature processing and fusion, enabling the interaction of 

high-order spatial information in the feature maps and achieving the effect of self-attention feature extraction. 

At the end of the neck network, the SA module is used to promote information fusion between different groups. 

Finally, the information is sent to the head network to complete the object detection. The improved network 

model structure is shown in Figure 1. 

 
Fig 1Proposed Architecture 
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iii) Dataset collection: 

Due to the small number of images, single scene and low resolution in the public of flame and smoke dataset, it 

is not conducive to improving the generalization ability of the model. To reflect the improved model 

generalization and small target detection ability, it is necessary to further improve the diversity of datasets. 

Therefore, this paper [20] crawls the flame and smoke images on the network through crawlers and then labels 

the images into data sets to train and evaluate the model. The dataset of 4998 photos was separated into training, 

validation, and test sets in the ratio of 8:1:1, covering a range of flame smoke scenes, following the study topic 

of this work. 

 
Fig 2 Dataset images 

iv) Image Processing: 

Image processing plays a pivotal role in object detection within autonomous driving systems, encompassing 

several key steps. The initial phase involves converting the input image into a blob object, optimizing it for 

subsequent analysis and manipulation. Following this, the classes of objects to be detected are defined, 

delineating the specific categories that the algorithm aims to identify. Simultaneously, bounding boxes are 

declared, outlining the regions of interest within the image where objects are expected to be located. The 

processed data is then converted into a NumPy array, a critical step for efficient numerical computation and 

analysis. 

The subsequent stage involves loading a pre-trained model, leveraging existing knowledge from extensive 

datasets. This includes reading the network layers of the pre-trained model, containing learned features and 

parameters vital for accurate object detection. Additionally, output layers are extracted, providing final 

predictions and enabling effective object discernment and classification. 

Further, in the image processing pipeline, the image and annotation file are appended, ensuring comprehensive 

information for subsequent analysis. The color space is adjusted by converting from BGR to RGB, and a mask 

is created to highlight relevant features. Finally, the image is resized, optimizing it for further processing and 

analysis. This comprehensive image processing workflow establishes a solid foundation for robust and accurate 

object detection in the dynamic context of autonomous driving systems, contributing to enhanced safety and 

decision-making capabilities on the road. 

v) Data Augmentation: 

Data augmentation [25,26] is a fundamental technique in enhancing the diversity and robustness of training 

datasets for machine learning models, particularly in the context of image processing and computer vision. The 

process involves three key transformations to augment the original dataset: randomizing the image, rotating the 

image, and transforming the image. 

Randomizing the image introduces variability by applying random modifications, such as changes in brightness, 

contrast, or color saturation. This stochastic approach helps the model generalize better to unseen data and 

diverse environmental conditions. 

Rotating the image involves varying the orientation of the original image by different degrees. This 

augmentation technique aids in teaching the model to recognize objects from different perspectives, simulating 

variations in real-world scenarios. 

Transforming the image includes geometric transformations such as scaling, shearing, or flipping. These 

alterations enrich the dataset by introducing distortions that mimic real-world variations in object appearance 

and orientation. 

By employing these data augmentation techniques, the training dataset becomes more comprehensive, allowing 

the model to learn robust features and patterns. This, in turn, improves the model's ability to generalize and 

perform effectively on diverse and challenging test scenarios. Data augmentation serves as a crucial tool in 
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mitigating overfitting, enhancing model performance, and promoting the overall reliability of machine learning 

models, especially in applications like image recognition for autonomous driving systems. 

vi) Algorithms: 

YOLOv5s (You only Look Once) is a small and efficient variant of the YOLO object detection algorithm, 

chosen for its balance between speed and accuracy. It directly predicts bounding boxes and class probabilities, 

making it suitable for real-time flame and smoke detection [17]. 

 
Fig 3 YOLOV5s 

YOLOv5 – TTA (test-time augmentation)  extends YOLOv5 by incorporating test-time augmentation during 

inference. This technique enhances the model's robustness and accuracy by applying various transformations to 

input images, contributing to more reliable flame and smoke detection under diverse conditions in real-time 

scenarios. 

 
Fig 4 YOLOV5-TTA 

The YOLOv5s backbone integrates the ODConvBS module, leveraging Omni-dimensional dynamic 

convolution with Batch Normalization and SiLU activation. This approach enhances feature extraction by 

employing attention mechanisms across all dimensions of the convolutional kernel space in parallel, improving 

flame and smoke detection accuracy [17]. 

 
Fig 6 YOLOV% convbs 

YOLOv5 with GhostNet is a modified version of the YOLOv5 object detection model, incorporating GhostNet 

modules. GhostNet aims to reduce computational cost by providing a lightweight architecture with fewer 

parameters and computations while maintaining high accuracy. In the project, YOLOv5 GhostNet is used to 

strike a balance between efficiency and performance, making it suitable for real-time applications and scenarios 

with limited hardware resources. The integration ensures effective object detection with optimized 

computational efficiency. 
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Fig 7 YOLOv5 with GhostNet 

YOLOv4 is an advanced version of the YOLO object detection algorithm, known for its improved accuracy and 

efficiency. It introduces architectural enhancements, including the CSPDarknet53 backbone and PANet for 

feature aggregation, contributing to better object detection performance. YOLOv4 is likely used in the project 

for its state-of-the-art capabilities, offering high precision in flame and smoke detection [14]. 

 
Fig 8 YOLOV4 

YOLOv3 is an earlier version of the YOLO series, known for its speed and accuracy in real-time object 

detection. It employs a Darknet-53 backbone and introduces feature pyramid networks (FPN) for better feature 

representation at different scales. YOLOv3 is likely included in the project for its established track record in 

rapid and accurate object detection, making it suitable for real-time flame and smoke detection scenarios. 

 
Fig 9 YOLOV3 

SSD is a rapid object detection algorithm that predicts object locations and class probabilities in a single pass. 

Its efficiency makes it ideal for real-time applications, contributing to swift and efficient flame and smoke 

detection in the project [11]. 

 
Fig 10 SSD 
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Faster R-CNN is a two-stage object detection algorithm known for its high accuracy. It proposes candidate 

regions in an image and refines them, offering robust detection performance. In the project, Faster R-CNN is 

chosen for its precision, ensuring detailed and accurate analysis of flame and smoke instances across diverse 

scenarios [9]. 

 
Fig 11 Faster RCNN 

YOLOv8 Renowned for excellence in object detection, segmentation, and pose estimation, YOLOv8 is chosen 

for its optimal balance of speed, accuracy, and versatility. This cutting-edge model is ideal for real-time flame 

and smoke detection across diverse scenarios due to its state-of-the-art performance and user-friendly design. 

 
Fig 12 YOLOv8 

YOLOv5x6, a YOLOv5 variant, excels in real-time object detection due to its speed, precision, and lightweight 

design. Comprising CSPDarknet for feature extraction and PANet for feature fusion, it stands out for efficient 

and accurate flame and smoke detection, particularly deployable on mobile devices. 

 
Fig 13 YOLOV5X6 

 

4. EXPERIMENTAL RESULTS 

Precision: Precision evaluates the fraction of correctly classified instances or samples among the ones classified 

as positives. Thus, the formula to calculate the precision is given by: 

Precision = True positives/ (True positives + False positives) = TP/(TP + FP) 
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Fig 14 Precision comparison graph 

Recall:Recall is a metric in machine learning that measures the ability of a model to identify all relevant 

instances of a particular class. It is the ratio of correctly predicted positive observations to the total actual 

positives, providing insights into a model's completeness in capturing instances of a given class. 

 

 
Fig 15 Recall comparison graph 

mAP:Mean Average Precision (MAP) is a ranking quality metric. It considers the number of relevant 

recommendations and their position in the list. MAP at K is calculated as an arithmetic mean of the Average 

Precision (AP) at K across all users or queries. 

 

 
Fig 16mAP comparison graph 

 
Fig 17 Performance Evaluation table 
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Fig 18 Home page 

 
Fig 19 Registration page 

 

 
Fig 20 Login page 
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Fig 21 Input image folder 

 
Fig 22 Upload input image 

 
Fig 23 Predict result for given input 

 

5. CONCLUSION 

Through the exploration of various state-of-the-art models, including YOLO V5 variants, YOLO V8, SSD, and 

FasterRCNN [9], [10], [11], [12]the project achieved a comprehensive understanding of their performance in 

detecting flames and smoke in remote aerial satellite images. The project extended its scope by evaluating the 

ODConvBS-YOLOv5s model, specifically designed for flame and smoke detection. This specialized algorithm 

was compared with other models to assess its effectiveness in improving detection accuracy. The 

implementation of a Flask-based web interface with SQLite authentication enhances user experience, making it 

accessible for individuals seeking an intuitive platform for satellite image analysis. YOLO v5x6 which is an 

extension , boasting an impressive mAP of 0.792, proves to be an exceptional solution for real-time flame and 

smoke detection. Its superior performance establishes it as a leading algorithm in object detection, 
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demonstrating reliability and efficiency for diverse applications. The developed system not only serves the 

specific purpose of flame and smoke detection in remote aerial satellite images but also lays the foundation for 

future extensions and applications in satellite image analysis, benefiting both researchers and end-users in 

diverse fields. 

6. FUTURE SCOPE 

Explore the incorporation of additional sensor data, such as infrared and thermal imaging, to enhance the 

system's ability to detect flame and smoke in various environmental conditions, including low-light or obscured 

scenarios. Extend the project to include a real-time decision support system that utilizes the detected flame and 

smoke data to provide timely information for emergency response teams, facilitating quicker and more informed 

decision-making during fire incidents. Investigate the deployment of the detection algorithm on edge computing 

devices to promote decentralized processing. This can improve the system's responsiveness and reduce 

dependence on centralized servers, making it more suitable for distributed applications. Regularly update and 

expand the dataset with diverse flame and smoke scenarios to continuously train and improve the model's 

performance [3,4,5]. This ensures adaptability to evolving environmental conditions and emerging challenges in 

fire detection, contributing to a robust and future-ready system. 
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