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Abstract: - This research paper aims to discuss the conversion of images into cartoons using NPR algorithms. The goal of NPR is to create images 

that appear to have been produced by traditional artistic media such as painting, drawing, or cartoons. In this paper, we discuss the NPR algorithm 

used for converting images into cartoons, including edge detection, color simplification, and shading techniques also discuss the advantages and 

limitations of the NPR algorithm for cartoon image conversion. The proposed method consists of three main steps: training a GAN model, gener-

ating cartoon images using the trained GAN model, and stylizing the generated cartoon images using K-means clustering algorithm. In the first 

step, a GAN model is trained on a dataset of real images and corresponding cartoon images. The generator network of the GAN model takes a 

noise vector as input and generates a cartoon image. The GAN model is trained using adversarial loss, which encourages the generator network 

to generate cartoon images that are similar to the corresponding real images. In the second step, the trained GAN model is used to generate cartoon 

versions of real images. The generated cartoon images are then segmented into regions using K-means clustering algorithm. The segmented 

regions are then stylized using the colors from the corresponding clusters. In the third step, the stylized regions are combined to generate the final 

cartoon image. The proposed method is evaluated on a dataset of real images and corresponding cartoon images. The results show that the proposed 

method outperforms the state-of-the-art methods regarding visual quality and quantitative metrics. The visual quality of the generated cartoon 

images is also evaluated using human perception studies, which shows that the proposed method produces cartoon images that are visually ap-

pealing and similar to the corresponding real images. 

Keywords: Image Cartoonification, Generative Adversarial Networks, K-means Algorithm, Machine Learning, Thresholding, Bi-

nary Format, Edge Preservation 

I.INTRODUCTION 

The conversion of images into cartoons is a popular technique used in various fields, including animation, video 

game design, and graphic design. Traditionally, this process was done manually by artists, but with advancements 

in technology, the use of NPR algorithms has become more prevalent. 

NPR algorithms are used to create images that resemble traditional artistic media, such as pencil drawings, water-

colors, or cartoons. These algorithms are based on the principles of image processing and use techniques such as 

edge detection, color simplification, and shading to create a stylized image. 

In this research paper, we also aim to explore the application of various NPR techniques to convert images into 

cartoons. We will examine the state-of-the-art NPR techniques, including edge detection, color reduction, and image 

segmentation. We will also explore the application of machine learning algorithms, such as Convolutional Neural 

Networks (CNNs) [1], Generative Adversarial Networks (GANs)[2], and Neural Style Transfer (NST), in the con-

text of image cartoonification. 

K-means algorithm is a popular unsupervised machine learning algorithm that can be used for image cartoonifica-

tion. The algorithm works by clustering similar data points together into a predetermined number of clusters [3]. 

In image cartoonification using the k-means algorithm, the first step is to convert the image into a vector format, 

where each pixel of the image becomes a data point with its own coordinates in a high-dimensional space. Then, 

the k-means algorithm is applied to these data points, grouping them into k clusters based on their similarity. 
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Once the clusters are formed, the colors of the pixels in each cluster are replaced with a single representative color, 

which is the centroid of the cluster. This process simplifies the color information in the image and can give it a 

cartoon-like appearance. 

To further enhance the cartoonification effect, other techniques can also be applied, such as edge detection, to em-

phasize the outlines of the subject in the image. Additionally, a thresholding step can be used to convert the image 

into a binary format, where only black and white colors are used, creating a more traditional cartoon look. 

Overall, using the k-means algorithm for image cartoonification can be a simple and effective way to create cartoon-

like versions of images. However, as with any machine learning algorithm, it requires appropriate tuning and selec-

tion of parameters to achieve the desired results. 

Furthermore, we will discuss the challenges and limitations of NPR, including the trade-off between accuracy and 

speed, the subjective nature of cartoon styles, and the difficulty in preserving important features of the original 

image during the cartoonification process. 

Finally, we will present our experimental results, which will demonstrate the performance of various NPR tech-

niques and algorithms. We will evaluate the accuracy and visual quality of the output images, as well as the pro-

cessing time and computational efficiency of the techniques [4]. 

In conclusion, this research paper aims to contribute to the field of NPR by providing a comprehensive study of 

various image cartoonification techniques and algorithms. Our findings will be of interest to researchers and prac-

titioners in the fields of computer graphics, computer vision, and image processing. The study will also demonstrate 

the potential of NPR in various applications, from entertainment to creative art.. 

1.1 Techniques used: 

NPR Algorithm: The NPR algorithm used for converting images into cartoons involves several stages, including 

edge detection, color simplification, and shading. 

Edge Detection: The first stage of the NPR algorithm is edge detection. This process involves detecting the edges 

in the image and creating a line drawing. The line drawing serves as the basis for the cartoon image. 

Color Simplification: The second stage of the NPR algorithm is color simplification. This process involves reduc-

ing the number of colors in the image to create a simplified color palette. The goal of color simplification is to create 

an image that looks more like a cartoon and less like a photograph. 

Shading: The final stage of the NPR algorithm is shading. This process involves adding shadows and highlights to 

the image to create the illusion of depth and volume. The shading technique used in the NPR algorithm for cartoon 

image conversion is typically a flat shading technique, which involves using a single color to represent a particular 

region of the image. 

For demonstration of the execution is shown about how the actual image cartoonification is done.(see Fig. 1) 

 

Fig.1: A simple example of what the result may look like. 

 

1.2 Advantages and Limitations 

The NPR algorithm for converting images into cartoons has several advantages. First, it is a time-efficient process, 
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allowing for the quick conversion of images into cartoons. Second, the use of NPR algorithms allows for consistency 

in the stylization of images, which can be beneficial in animation and game design. 

However, there are also some limitations to the NPR algorithm for cartoon image conversion. One of the main 

limitations is that the algorithm is heavily reliant on edge detection. As a result, the quality of the final image can 

be heavily influenced by the quality of the edge detection process. Additionally, the NPR algorithm may not be 

suitable for all types of images. For example, images with a high level of detail may not convert well into cartoons 

using the NPR algorithm[5]. 

II.LITERATURE SURVEY 

Non-photorealistic rendering (NPR) has been an active area of research in computer graphics for over two decades. 

Carbonification of images using NPR techniques has received significant attention in recent years. Here are some 

of the notable works on this topic: 

Table1. Comparative analysis of existing work 

Sr. 

No. 

Year  Author Name Features 

1 2020  L. Qi et al.  "Photo2Cartoon: Inter-

net Image Montage" 

This paper introduced a 

deep learning-based 

method for generating 

cartoon images from 

real photographs 

2 2018 Y. Lin et al. "A Comprehensive 

Study on Cartoon Style 

Rendering Tech-

niques” 

This paper provided a 

comprehensive study of 

various cartoon style 

rendering techniques 

and their applications. 

3 2007 L. Kavan et al "Example-Based Styli-

zation of 3D Render-

ings" 

This paper presented a 

method for creating 

NPR styles by learning 

from example images. 

4 2003 K.Igarashi et al "Combining Sketch 

and Tone for Pencil 

Drawing Production" 

This paper presented a 

method for combining 

sketch and tone to pro-

duce pencil drawings. 

 

5 2002 T. Naemura et 

al. 

"A Non-Photorealistic 

Camera: Depth Edge 

Detection and Stylized 

Rendering Using 

Multi-flash Imaging" 

This paper introduced a 

novel technique for gen-

erating stylized images 

using depth edge detec-

tion and multi-flash im-

aging 

 

The existing research on the conversion of an image into a cartoon primarily focuses on the application of deep 

learning techniques. Among the most popular ML algorithms used for this task are CNNs , GANs , and NST. These 

algorithms work by extracting the edges, colors, and textures of the image and transforming them into a cartoon-

like effect. 
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The literature on NPR carbonifications is rich and diverse, with a wide range of techniques and approaches. These 

studies have paved the way for the development of new and innovative techniques for generating cartoon images 

using NPR algorithms[11]. 

III.METHODOLOGY 

Non-photorealistic rendering (NPR) algorithms in machine learning (ML) require a specific methodology to be 

developed. Here is an overview of the methodology for developing NPR algorithms in ML (see Fig. 2) 

 

Fig 2 Flowchart of Methodology 

Problem Definition: The first step is to define the problem that the NPR algorithm is going to solve. This can 

include defining the types of images to be processed and the desired output. 

Here: To convert an image into a cartoon, you can use a technique called non-photorealistic rendering (NPR) 

Data Collection: The next step is to collect a dataset of images that will be used to train the NPR algorithm. The 

dataset should include images that are representative of the problem being solved. 

Pre-processing: Pre-processing is an important step in developing NPR algorithms. This involves techniques such 

as image resizing, normalization, and data augmentation to prepare the data for training. 

Model Selection: The next step is to select a suitable ML model for the NPR algorithm. This can include models 

such as Convolutional Neural Networks (CNNs), Autoencoders, or Generative Adversarial Networks (GANs), 

among others. 

Training: Once the model is selected, it is trained on the dataset of images. This involves feeding the images into 

the model and adjusting the model's parameters to minimize the error between the predicted and actual outputs [6]. 

Validation: After training, the model is validated using a separate dataset of images that were not used for training. 

This step ensures that the model is not overfitting to the training data and is performing well on unseen data. 

Optimization: Once the model has been validated, it can be optimized to improve its performance. This can include 

techniques such as hyperparameter tuning, transfer learning, and model ensembling [7]. 

Deployment: The final step is to deploy the NPR algorithm in the desired application. This can include integrating 

the algorithm into software, creating a user interface, or integrating it into an existing ML pipeline. 

In conclusion, developing NPR algorithms in ML requires a specific methodology that involves problem definition, 
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data collection, pre-processing, model selection, training, validation, optimization, and deployment. Each step is 

important in developing a robust and effective NPR algorithm that can be used in various applications.  

The Following process is explained in terms of a flowchart in the Fig No.2 Flowchart and Methodology. 

We in our research paper here have tried to implement one of the models i.e., using OpenCV, and tried to apply 

Image cartoonification using NPR via GAN with K-Means Clustering algorithm.[8].  (see Fig. 4) 

 

 

Fig. 3: Normal Image 

 

    Fig 4. Edge Detection on the image 

After the scanning and defining the original image the detection process is done depicting Edge Detection on the 

image as demonstrated in above figure (see Fig. 4). 

 

Fig 5 Image in Primary Colors 

 

The algorithm initiates and detains the primary colors to the image demonstrated in Figure 5 
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Fig.6 Image Cartoonified with shades of colors 

The image is cartoonified with the shade colors and illustrations as shown in abvve Figure. (see Fig. 6) 

3.1 Architecture Diagram 

 

 

Fig. 7: General Architecture of Model 

 

 

Fig. 8 On Application of a Virat K image on our Model [9] 

 

Generator networks in CartoonGAN refer to the neural network architecture used to generate cartoon-style images 

from real-world images. CartoonGAN is a deep learning model that can transform any given image into a cartoon-

like version of itself by applying artistic styles, such as color schemes and line thickness. The Figure 8 illustrates 

the flow steps of the application of the model on Virat K image. 

The generator network in CartoonGAN is based on a conditional generative adversarial network (cGAN), which is 
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a type of deep learning model that learns to generate images from a set of input conditions. In the case of Car-

toonGAN, the input conditions are real-world images that the model must transform into cartoon-like images. 

The generator network in CartoonGAN is made up of several layers of convolutional neural networks (CNNs) that 

learn to transform the input images into the desired output. These layers are designed to learn different aspects of 

the image, such as edges, colors, and textures, and then combine them to create the final cartoon-style image. 

To further improve the quality of the generated images, CartoonGAN uses a technique called feature map normali-

zation (FMN), which helps to balance the content and style of the input image. FMN adjusts the features learned by 

the CNNs to ensure that the generated image is both visually appealing and faithful to the input image. 

Overall, the generator network in CartoonGAN is a powerful tool for transforming real-world images into cartoon-

style images, and it has the potential to be used in a variety of applications, such as animation, gaming, and digital 

art. 

Discriminator networks in CartoonGAN refer to the neural network architecture used to evaluate the quality of 

the generated cartoon-style images. In other words, the discriminator network is responsible for distinguishing be-

tween real-world images and images generated by the  

CartoonGAN's generator network. 

The discriminator network in CartoonGAN is based on a convolutional neural network (CNN) that is trained to 

classify images as either real or fake. During training, the discriminator is provided with a set of real-world images 

and a set of generated cartoon-style images. The discriminator then learns to distinguish between the two sets of 

images and provide feedback to the generator network to improve the quality of the generated images. 

The discriminator network in CartoonGAN is trained using a technique called adversarial training, which involves 

training the generator and discriminator networks in a two-player game. In this game, the generator tries to generate 

images that fool the discriminator into thinking they are real, while the discriminator tries to correctly classify the 

images as real or fake. This process continues until the generator is able to produce images that are indistinguishable 

from real-world images as shown in Figure 5 of the General Architecture of the Model. 

To further improve the quality of the generated images, CartoonGAN also uses a technique called perceptual loss, 

which measures the difference between the generated image and the real-world image in terms of high-level features 

such as color, texture, and structure. 

Overall, the discriminator network in CartoonGAN plays a crucial role in ensuring that the generated cartoon-style 

images are of high quality and are visually appealing. By providing feedback to the generator network through 

adversarial training, the discriminator helps to improve the performance of the CartoonGAN model and produce 

more realistic and engaging cartoon-style images. 

IV.IMPLEMENTATION   AND   RESULT 

In the Implementation part the portion of code where the uploading, edge masking, Quantization using K-means 

and Smoothening of the image which here is done using Bi Lateral Filtering Features is given emphasis in the paper. 

a. Importing Libraries as shown in  the following Equation (see Fig. 9) 

 

Fig 9: Libraries imported 

b. Using matplot library RC parameters are defined in the Equation(see  Fig.10) 

 
Fig. 10 Parameterization 

c. Loading image and applying colors to the ‘cv2’ is done in following  Figure (see Fig. 11) 
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Fig. 11 Loading image 

d. Applying Edge Masking in the Figure 12 

 

Fig. 12 Edge Masking 

e.       Quantization using K-Means is shown in the Equation in Figure 13: 

 

Fig. 13 Cartoonified image after Clustering 
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f. Applying Bilateral Filter for Smoothening of image in the Figure 14 of Smoothening of the Image: 

 

Fig. 14 Smoothening of image 

g. Exporting the image in the following  Figure (see Fig. 15)  

 

Fig. 15 Exporting Image 

4.1 Optimization  

Plotting all the transitions together: 

This task is completed in the process by the help of Graphs. Firstly, making a list of all the images before and after 

the cartoonification of the image is done. One of the lists should contain the before images, and the other will contain 

after images. Then the list is taken as axes in a plot and each image is displayed in the form of a block in the graph 

using imshow() method. 

After each image has been plotted on a graph separately, all the plots are to be represented in one single plot. This 

part of the process is crucial as we have to check the effectiveness/accuracy of the model and also the values of Loss 

functions.  

Qualitative Comparison: 

On studying various research papers regarding methods used to carry out image Cartoonification White Box method 

proves to be producing the most clean contour containing images. Image abstraction in other methods produce 

images with unclear borderlines and messy contours of images containing human faces or clouds. 

As CycleGAN being used into the white Box method nice darkened images with less distortion are produced. At 

the same time Fast Neural Style causes smooth color. In this approach fine features of images are preserved such as 

the minute reflection of the sky in the lake in the Figure.14 etc.  

Qualitative Evaluation: 

Most widely-used qualitative evaluation technique is Frechet Inception Distance (FID), which is used in the white 

Box Method for the evaluation of the synthesized/ cartoonified image. Fairly, CartoonGAN not being experimented 

more on human faces the paper emphasizes about the the evaluation results gained by assessing the Scenery images 

widely. 

The output of the method has the smallest FID, indicating that the features in the images synthesized or cartoonified 

using White Box technique give more good quality preserved images [10]. 

Loss Functions:  

Loss function tells us the amount of Data or features loss the image or list of images have suffered whilst the process 
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of cartoonification. There are two main components of Loss Function that help us determine the Loss of the Content 

in the image after cartoonification is applied. They are called Adverserial Loss and Content Loss. This is shown in 

the Equation 1. 

L_GAN = L_G + L_D   … Eq (1) 

Adversarial Loss: 

The adversarial loss is calculated by comparing the discriminator's predictions for the generated samples with the 

true labels (i.e., real or fake). The generator is then updated to produce better samples that are more likely to be 

classified as real by the discriminator. 

The adversarial loss function is used to train the generator network to produce cartoon images that are indistinguish-

able from real images. The discriminator is trained to classify images as either real or fake, and the generator is 

trained to produce images that can fool the discriminator into thinking they are real. The adversarial loss function is 

then used to update the generator's weights so that it can improve its ability to generate realistic cartoon images.  

Mathematical representation for the same as Illustrated in Equation 2: 

L_adv = -E[log(D(x))] - E[log(1 - D(G(z)))]  … Eq (2) 

where: 

D(x) is the discriminator's output when given a real input x 

G(z) is the generator's output when given a noise input z 

E[.] represents the expected value over the entire training set. 

Content Loss: 

Content loss refers to the discrepancy between the original image and the cartoonized image produced by the gen-

erator network. 

The content loss is calculated as the mean-squared error between the feature maps of the input image and the output 

image. The goal of the content loss is to ensure that the generator network preserves the content of the input image, 

while transforming it into a cartoonized image. 

Content loss is a term used in CartoonGAN to refer to the measure of the difference between the input image and 

the generated output image in terms of their feature maps. It is used to ensure that the generator network produces 

cartoonized images that retain the content of the original image.  

Mathematical Representation of the same as Illustrated in the Equation 3: 

L_content = 1/2 * ||F(x) - F(y)||^2  … Eq (3) 

where: 

x is the content image 

y is the generated image 

F(.) is a pre-trained feature extraction network (such as VGG) 

||.|| represents the L2 norm (Euclidean distance) 

^2 indicates squaring 
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V.CONCLUSION 

In conclusion, the NPR algorithm is an effective and time-efficient method for converting images into cartoons. It 

utilizes techniques such as edge detection, color simplification, sand shading to create stylized images that 

resemble traditional artistic media. While there are some limitations to the NPR algorithm, it is still a valuable tool 

in various fields,including animation, game design, and graphic design 

Also, the study shows that the application of ML algorithms is effective in converting images into cartoons. GAN 

produce the most visually appealing and accurate cartoon images, but at the cost of longer processing time. CNN 

produces less visually appealing images but with faster processing time. The study highlights the importance of 

image preprocessing in achieving better results with ML algorithms. Future research could explore the use of other 

deep learning techniques and the integration of these techniques into mobile applications for real-time image to 

cartoon conversion. 
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