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Abstract: - Security and accountability must be prioritized in the ever-increasing deployment of autonomous vehicles (AVs). This work
aims to suggest an all-encompassing strategy for addressing these challenges. Our primary contribution will be to enhance cybersecurity
by implementing a solid mechanism for identifying authorized users within AVs in response to the increasing importance of speaker
identification. An ensemble-based strategy that makes use of speaker verification techniques is offered as a means of preventing the threat
of voice spoofing. This approach ensures that user commands are genuine. Furthermore, in the event of incidents involving autonomous
vehicles, there is a requirement for precise accountability and the distribution of liability liabilities. We propose a novel application of
blockchain technology to address this issue. This application makes it possible to create an event recording system that guarantees
transparent and tamper-proof records. EC-CAVs, connected autonomous vehicles powered by edge computing, have the potential to meet
the growing demand for intelligent transportation on a worldwide scale. Any number of advantages, including proactive vehicle monitoring,
traffic management, and services that offer completely autonomous driving, could result from incorporating such advances into
transportation ecosystems. When deploying EC-CAVs, there must be strict adherence to safety and security protocols to avoid any
possibility of vehicle immobilization, road accidents, data leaks, or other problems. A standard attack taxonomy for the EC-CAVs
ecosystem will be derived from this study's current and future cyber threats investigation. This article presents the EC-CAV reference
architecture. The following part provides an in-depth analysis of security measures that can ensure passengers' safe and secure
transportation from one place to another by utilizing an ecosystem of EC-CAVS.
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Introduction

Emerging as a potentially transformative technology, autonomous and self-driving vehicles can reshape the
transportation landscape [1]. Among the many advantages offered by these vehicles are better road safety, more
satisfying user experiences, greater mobility, and proactive driving capabilities. Autonomous cars encompass a
wide range of levels of automation, with levels 2 to 4 being the most prevalent. This is illustrated in Figure 1. The
increase in automation at these levels highlights how important it is for cars and people to communicate
seamlessly. Significant milestones have been reached in autonomous vehicle (AV) technology, such as a blind
individual being able to travel unaccompanied in a Google self-driving car in Austin [2]. In addition to other
achievements, these successes demonstrate that autonomous vehicles have the potential to provide users with
impairments with enhanced mobility and independence.
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Figure 1. Levels of vehicle automation.
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Background and Motivation

Several concerns have been raised regarding the safety of autonomous vehicles (AVs) when they are operating on
public roads. Accidents on the road could be caused by autonomous vehicles (AVs) if the system fails to function
properly. Among the 130 accidents involving autonomous vehicles that occurred between July 2021 and May
2022, according to the National Highway Traffic and Safety Administration (NHTSA) [3].

Significant public attention was drawn to several other prominent accidents that used autonomous vehicles. While
the bus was travelling at a speed of fifteen miles per hour (or twenty-four kilometres per hour), a Google self-
driving car was travelling at a low speed of two miles per hour (or three kilometres per hour); this caused the
collision that occurred in 2016. In 2017, there was another incident with a Tesla Model S involving a collision
with a bicyclist over 80 years old. This type of accident highlights the critical need for trustworthy solutions
regarding autonomous vehicles (AVs) to safeguard road users from threats like these.

In addition, research has demonstrated that these occurrences have resulted in an unfavourable perception of
technology among the general population [4].

Responsibility is yet another issue that arises in connection with autonomous vehicles. When an AV crashes, it
might be hard to tell who was at blame—whether it was with another AV, a regular automobile, or even a person.
In the case of an accident involving an autonomous vehicle, how can the parties involved be fairly and adequately
compensated?

To determine who is responsible for an accident, it is critical to have access to trustworthy accident forensics [5].
Misunderstandings and disagreements regarding liability may result from this. In some cases, individuals may
even fabricate evidence to escape being held accountable. Can we record these instances so that they may be
investigated later and we can become aware of what took place? In addition, what measures can we take to
guarantee that these documents are accurate and cannot be altered in any way? The study's objective includes a
blockchain-inspired accident, an ensemble speaker identification system, and a method for recording events that
ensures the collection of verifiable and trustworthy forensics.

Speaker identification refers to identifying the people who operate an audiovisual device through speech. Speaker
identification systems can distinguish and categorize individuals by using several spectral features intrinsic to
human speech [6]. The reliability and precision of speaker recognition in AVs are crucial for solving specific
issues and ensuring that interactions between humans and cars are safe and effective. Speaker identification is
vital because it allows vehicles to differentiate between drivers, passengers, and other external actors speaking to
the vehicle (Figure 2). Furthermore, authorized personnel can more easily obtain and keep exclusive access with
speaker identification. Reliable speaker recognition systems are becoming increasingly important in autonomous
vehicles because of the number of accidents and incidents involving these vehicles [7]. When considering the
available facts, this becomes much more apparent. Conversely, they stress the significance of speaker recognition
systems that are strong enough to provide dependable and smooth interactions between humans and autonomous
cars. Figure 2 shows how a speaker identification system can limit the capabilities and number of people allowed
to operate an autonomous vehicle.
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Figure 2. A speaker identification device is used to limit the number of people allowed to use an autonomous
vehicle.
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Speaker identification systems must be concerned about their vulnerability to speech spoofing attacks. This type
of attack occurs when an adversary attempts to imitate the voice of a legitimate speaker in order to give commands
to the vehicle. This can be accomplished by speech synthesis or voice conversion. This could put both autonomous
vehicles and people who utilize roads in danger. Figure 3 provides a visual representation of such a scenario.
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Figure 3. The impact of voice spoofing on autonomous vehicles.

Regarding autonomous vehicles, security becomes an essential problem beyond interactions with individuals.
Improving the safety and traceability of autonomous vehicles is one use of blockchain technology, which gained
traction because of cryptocurrencies [8]. Blockchain technology is perfect for creating trustworthy and
decentralized data records because it cannot be altered. As a result, the dangers of data manipulation and illegal
access are mitigated [9]. To make autonomous car systems more trustworthy, blockchain technology is being used
to secure data storage and access control. This helps to address potential weaknesses and improves the system's
overall reliability [10].

Related works

The following part presents a literature overview of speaker recognition approaches designed for autonomous
vehicles and in-vehicle communication systems. We also examine past research on voice spoofing and event
recording systems for autonomous vehicles assisted by blockchain technology.

Speaker Identification

There has been a lot of research on the speaker identification problem, but it still has its unique challenges [11].
The development of speaker identification models that are both highly accurate and computationally efficient is a
fundamental obstacle that must be overcome. As a consequence of this, researchers have extensively investigated
various speech characteristics and made use of machine learning (ML) approaches, achieving remarkable
outcomes. Speaker identification has also been studied in audiovisual devices (AVs) [12]. The main reference
point was using microphone arrays for speaker localization and identification [13]. Another study looked at using
conventional machine learning techniques to identify speakers in AVs. To detect speakers in AVs, researchers
looked at an artificial neural network (ANN) method [14]. Having trustworthy speaker identification models for
AV equipment is a crucial finding of these studies.

Building a robust machine learning model for speaker identification requires considering data type, machine
learning method, and feature extraction approach.

When identifying a speaker, distinguishing elements of their speech is essential, especially when considering
aspects such as gender and linguistic traits. When it comes to voice recognition and speaker identification tasks,
the characteristics utilized most frequently are known as Mel frequency cepstral coefficients (MFCCs). They have
a high level of robustness and have been successfully employed in various speech-related tasks, including speaker
identification, emotion recognition, and speech recognition. MFCC traits are effective in speaker recognition
systems, as evidenced by several research, including [15].

Gamma tone cepstral coefficients, on the other hand, are more resistant to noise than noise-free cepstral
coefficients (MFCCs), which is why they are the favoured choice for speaker recognition tasks [16]. Another

5876



J. Electrical Systems 20-10s (2024): 5874-5881

characteristic frequently utilized for speaker identification is pitch, which has been used to improve speaker
identification performance, for example [17]. A more reliable speaker identification system was developed in [17]
with a hybrid feature that included both pitch and MFCC. Since this is the case, it is essential to determine which
characteristics are most appropriate for speaker identification. Furthermore, there is still a substantial worry
regarding identifying the most robust machine learning model for speaker identification [18]. To successfully
develop a real-time speaker identification system, it is vital to consider models with either a low computational
complexity or a low memory footprint.

Voice Spoofing

Refinement of features, machine learning models, or resource-intensive approaches have been the primary focus
of previous research endeavours linked to speaker identification. Despite this, the vulnerability of these systems
to voice spoofing assaults is a crucial aspect that has frequently been put to the rear of the pack. This weakness's
potential to jeopardize security and accountability is not insignificant. Numerous research initiatives have sought
to combat spoofing by investigating various tactics. Using neural networks for post-processing voice samples has
become the focus of attention in specific situations. These networks have been fine-tuned to reduce the
dissimilarity between the characteristics that distinguish authentic and counterfeit utterances [19].

An impostor's attempts to transform their voice into a convincing rendition lead to artefact estimations. An
alternative approach that takes artefact estimations into account is this one. This analysis was based on the
assumption that all changed speech samples would display artefacts.

Undertaking the task of subsampling spoken frames before commencing spoofing detection techniques was the
primary focus of the research researchers [20] carried out.

Similar to the previous example, reference [21] mapped out a similar path by converting speech characteristics
into a novel collection of characteristics that makes it easier to recognize numerous spoofing assaults. Machine
learning-based approaches have also proven useful in the fight against spoofing. To enhance the detection
accuracy for real-world incidents of undetected voice spoofing attacks, a one-class learning technique was
employed in the context of [22]. According to the studies that were found, more research has been done on the
concept of ensemble learning.

The paper details an ensemble learning approach, combining deep neural networks with traditional machine
learning techniques [23]. The model's predictions are combined using logistic regression.

Reference [24] utilized a comparable strategy to create a set of ML models that differentiate between speaker
identification systems and attacks that use speech faking. To combat voice replay attacks, an ensemble model was
developed and compared to other machine learning classifiers, including K-nearest neighbour (KNN) and support
vector machines (SVMs) [25]. This method had a significant influence on the research solution we applied. This
method is based on the premise that it combines multiple proven effective models in detecting phoney audio. The
models that comprise this ensemble have been hand-picked to enhance overall performance by strengthening each
other's capabilities.

The Al-powered development life cycle in autonomous vehicles

In this section, we will look at the big picture of the development life cycles of autonomous cars powered by
artificial intelligence. These aspects may also be applied to other fields beyond autonomous vehicles.

Model Training and Deployment

Training and deployment of artificial intelligence models in autonomous cars is a methodical process that typically
consists of numerous steps, including the following:

Data Collection and Preprocessing: The process of collecting a massive amount of data from sensors located in
the real world, existing datasets, and other sources, such as synthetic datasets. First, the data must be cleaned and
preprocessed to make it acceptable for machine learning models.

Model Training: This refers to the pattern extraction models used to understand structures and patterns in the data.
Neural networks, deep learning, and natural language processing are some examples of learning models that are
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used [26]. The models are trained to attain an accuracy target in specific situations or general abstract
circumstances, like pattern extraction during live vehicle deployment.

Model Generation: This alludes to the various models of decision-making. Utilizing trained models is essential
for carrying out certain decision-making activities, functions, or modules that rely on learned patterns. These
models can use a wide variety of structures. There are many types of neural networks; some examples are decision
trees, random forests, regression trees, deep layers, and ensemble learning.

Code Refinement and Optimization: In order to enhance the quality, readability, and functionality of the code that
was generated, it should be refined. Post-generation processing is performed to ensure that the code complies with
coding standards, conventions, and requirements.

Quality Assessment: The code generated should be evaluated to determine whether it is valid, efficient, and
adheres to the planned features. Testing, debugging, and validation processes are all included in this process.

Integration and Deployment: The model must be incorporated into a more extensive system currently being
developed to implement autonomy. Various approaches should be employed to install and test the software
program that integrates the new model, including software-in-the-loop, hardware-in-the-loop, human-in-the-loop,
and others. There should also be an emphasis on using simulation, controlled courses, and limited public road
environments. Some models undergo ongoing training to enhance their learning capabilities, even after they have
been put into production.

A systematic approach like this one could benefit automated vehicles' perception, planning, controls, and Human-
Machine Interface (HMI) subsystems by establishing confidence levels for each model being developed and used
in these areas.

An overview of Edge computing-based connected autonomous vehicles.

Computing at the network's Edge has the potential to become a significant technology for processing the enormous
amount of data that autonomous vehicles (CAVs) would create every second of their operation. This is done to
improve these vehicles' speed, safety, and reliability. The EC paradigm can be described as a computing platform
that is distributed and decentralized [27]. This allows for data processing to occur at or very close to the point
where it was generated. It is being done to resolve restrictions encountered in centralized computing platforms,
and this is done by processing data closer to its point of origin. The delay in processing data, the loss of data due
to inadequate connectivity, and network traffic congestion are all examples of these limitations.

Regarding Edge computing-based networked autonomous cars, Liu et al. [28] proposed a straightforward tier-
topology as a solution. Figure 4 is a graphical illustration of the three tiers: cloud servers, RSUs as Edges, and
CAVs as devices involved in the networking infrastructure.

Edge

Devices

Fig. 4. A simplified tier-topology of Edge computing-based connected autonomous Vehicles.

* Devices typically denote CAVs. Electronic control units (ECUSs), onboard diagnostic ports (OBDs), controller
area networks (CANSs), global positioning systems (GPSs), light detection and ranging (LiDARS), radio detection
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and ranging (Radars), cameras (image sensors), and many more devices allow CAVs to sense traffic and
environmental conditions in real-time. Connected autonomous vehicles (CAVs) can exchange data with one
another and other CAVs in the area via V2V and vehicle-to-roadside unit (RSU) communication. Furthermore,
CAVs are equipped with embedded computing and data storage capabilities, allowing them to carry out essential
activities on a local level. Therefore, CAVs are capable of being referred to as prosumers, which means that in
addition to being a data consumer, they are also a data producer [29]. At this level, the tasks that are carried out
are as follows: 1) data sensing and collection, 2) data interchange, and 3) data processing to carry out the activities
that have been allocated [30].

* Roadside Equipment (RSE) Connecting devices and cloud systems, this area is known as the Edge and comprises
RSUs, networking resources, and servers [31]. Additionally, RSUs enable sophisticated processing of raw data
uploaded by devices and real-time data analysis after the data has been transferred to the cloud. To ensure that
autonomous vehicles (CAVs) run well, they offer services such as video streaming, traffic control, and trail
routing. Offloading computations, outsourcing tasks, caching data, and making software administration
procedures possible are all made possible by edge computing [32]. 1) The gathering, filtering, aggregation, and
cleansing of local area information; 2) The analysis of local data with broad area information; 3) The processing
of real-time data; and 4) The low-latency reaction to CAVs are the tasks that are carried out at this tier. Regarding
automated driving, the Edge can be utilized to achieve high-performance standards.

« The cloud uses powerful and efficient servers and storage devices to process and store data uploaded by edge
devices. Cloud-based systems can be utilized for data processing tasks at the application level and long-term
storage, typically less time-sensitive [33]. Services in the cloud are offered to facilitate centralized management
and controls, which in turn allows for optimal decision-making.

Conclusions

In this study, an EC-CAVSs reference architecture was published. Cloud, Edge, and CAV technologies were the
three tiers that made up this design. To create a standard attack taxonomy, it is necessary to analyze the reference
architecture that describes both existing and future cyberattacks on the EC-CAVSs that are being developed. To
ensure that transportation is safe and secure, we looked at different security techniques that may be used to protect
the ecosystem of EC-CAVSs, including the hardware, the network, and the software. The obstacles that need to be
overcome and the research that needs to be done to build a security solution that is foolproof for EC-CAVs were
discussed.
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