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Abstract: - In the ever-evolving landscape of modern business, the integration of advanced technologies is paramount for optimizing 

operations, ensuring efficiency, and staying competitive. The business model for the unmanned economy comprises the challenges related 

to supply chain and logistics. This paper proposed an architecture of LM-LSTM (Linear Regression and Long Short-Term Memory) 

model within the context of the Unmanned business model. The proposed model uses the mandami based fuzzy rule for the computation 

of the unmanned economy. Within the mandami fuzzy linear regression model is adopted for the computation and estimation of the 

variables related to the unmanned economy. The objective is to provide a comprehensive analysis of the impact of this predictive 

modeling system on various dimensions of the business. Through the generated rules the LSTM model is utilized for the classification 

and computation of the features related to supply chain, forecast demand and other parameters in an unmanned economy. The 

examination of 10 unmanned products in Chinese products are evaluated. The findings of LM-LSTM stated that Sales forecasting, one of 

the critical aspects of any business, has seen a remarkable improvement in accuracy, with an average Mean Absolute Error (MAE) of 

3.00%. This accuracy ensures that products are produced and stocked according to actual demand, preventing costly overstocking or 

stockouts. The inventory management process has been streamlined, with tailored strategies for each product category. This adaptation 

has resulted in reduced stockouts, efficient parts sourcing, and minimal overstock situations. Supply chain optimization has significantly 

reduced lead times, enhancing customer satisfaction through timely product deliveries. Customer behavior analysis, facilitated by LM-

LSTM, has led to a notable increase in sales across the product range, with an average increase of 91%. This enhanced customer 

engagement is coupled with substantial cost savings, with an overall reduction of 118%. Downtime has been minimized, contributing to 

smoother operations and improved customer service. 
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I. INTRODUCTION 

Digital technology encompasses a wide range of electronic tools, systems, and processes that manipulate and 

transmit data using binary code. This revolutionary technology has transformed nearly every facet of modern life 

[1]. From the ubiquity of smartphones and the internet to the automation of industrial processes, digital 

technology has made communication, information sharing, and problem-solving faster and more efficient. It has 

enabled advancements in fields as diverse as healthcare, education, entertainment, and business, leading to 

increased productivity and convenience [2]. Digital technology also underpins the development of emerging 

trends such as artificial intelligence, virtual reality, and the Internet of Things, promising to continue reshaping the 

way of live and work in the future.  

Digital technology represents a dynamic and all-encompassing force that has, over the past few decades, 

fundamentally altered the way live, work, and interact with the world. At its core, it involves the use of binary 

code, the language of 1s and 0s, to encode and process information [3]. This encoding allows for the seamless 

transmission and manipulation of data, and it underpins a vast array of tools and systems rely on daily. The most 

visible manifestation of digital technology is in the palm of our hands with smartphones, which have not only 

revolutionized communication but also have become a hub for countless other applications, from navigation and 

entertainment to health monitoring and productivity [4]. The internet, a key product of digital technology, has 

connected the global population, enabling instant access to information, communication with people across the 

world, and facilitating e-commerce, remote work, and online education [5]. Beyond personal devices, digital 

technology has permeated industries like healthcare, where it has enabled telemedicine, electronic health records, 

and even the development of life-saving medical equipment [6]. In education, it has transformed the way learn, 

providing access to vast repositories of knowledge, interactive simulations, and personalized learning experiences. 

Businesses have benefited from digital technology through increased automation, data analytics, and improved 

customer interactions [7]. Manufacturing and industry have seen tremendous gains in efficiency and quality 

through automation and robotics. Entertainment has been reinvented through digital streaming services and 

immersive experiences, such as virtual reality and augmented reality [8]. Looking ahead, digital technology 
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continues to evolve, with the rise of artificial intelligence promising to automate tasks, analyze vast datasets, and 

offer solutions to complex problems [9]. The Internet of Things (IoT) is connecting everyday objects to the digital, 

making our environments smarter and more responsive. Blockchain technology is revolutionizing the way to 

handle transactions and data security [10]. 

Digital technology has become an indispensable component of modern business models, fundamentally 

reshaping the way organizations operate and deliver value. In today's business landscape, it underpins a wide array 

of critical functions [11], from customer engagement to data analytics. Companies harness digital technology to 

streamline processes, improve efficiency, and enhance their competitiveness. E-commerce platforms have 

expanded global reach, and digital marketing has revolutionized advertising and customer targeting [12]. 

Moreover, the cloud, big data analytics, and artificial intelligence empower businesses to extract insights, make 

data-driven decisions, and automate tasks, ultimately driving growth and innovation [13]. As the business world 

continues to evolve, digital technology remains a cornerstone, offering opportunities for agility and 

responsiveness, helping companies adapt to changing market conditions and meet the expectations of an 

increasingly tech-savvy consumer base [14]. One of the most profound transformations is evident in the way 

businesses interact with their customers. Online presence and e-commerce platforms have democratized access to 

global markets, allowing companies of all sizes to expand their reach and tap into new revenue streams. Digital 

marketing strategies, including social media campaigns, search engine optimization, and personalized content, 

have revolutionized advertising and customer targeting [15]. Customer relationship management (CRM) systems 

powered by digital technology enable businesses to understand and engage with their clients on a deeper level, 

fostering loyalty and trust [16]. 

Data is often hailed as the new currency of the digital age, and for businesses, it's a valuable asset. Big data 

analytics, facilitated by digital tools and platforms, empower organizations to collect, process, and extract 

meaningful insights from vast datasets [17]. This data-driven approach enhances decision-making, allowing 

companies to anticipate market trends, optimize supply chains, and tailor products and services to customer 

preferences. Machine learning and artificial intelligence algorithms further amplify this capability by automating 

routine tasks, predicting customer behavior, and enhancing personalization [18]. Efficiency gains are another 

hallmark of digital technology in the business world. Automation, driven by technologies like robotic process 

automation (RPA), allows for the streamlining of repetitive and time-consuming tasks, reducing operational costs 

and minimizing errors [19]. The cloud, offering scalable and cost-effective storage and computing resources, is 

enabling businesses to adopt agile models, reduce infrastructure expenses, and foster collaboration among remote 

teams. 

Furthermore, digital technology facilitates innovation. It provides tools for research and development, 

prototyping, and testing, helping companies bring new products and services to market faster [20]. It also enables 

the creation of entirely new business models, such as subscription services, sharing economies, and platform-

based marketplaces. As businesses evolve in the digital age, adaptability and responsiveness have become 

paramount. Organizations that embrace digital technology are better positioned to navigate rapid changes in the 

market, meet the evolving demands of customers, and stay competitive. In conclusion, digital technology is no 

longer just an enabler; it's a fundamental driver of growth, transformation, and success in the contemporary 

business world [21]. 

The unmanned business model, empowered by digital technology, represents a disruptive force in various 

industries, revolutionizing how tasks are accomplished and services are delivered. Unmanned systems, including 

drones, autonomous vehicles, and robotic devices, have found applications in fields as diverse as agriculture, 

logistics, healthcare, and manufacturing [22]. These technologies have the potential to streamline operations, 

reduce costs, and enhance safety. In agriculture, for example, drones equipped with sensors can monitor crop 

health and optimize resource allocation, increasing efficiency [23]. Logistics companies are increasingly relying 

on autonomous vehicles for last-mile deliveries, offering speed and cost savings. In healthcare, robots assist in 

tasks like surgery and patient care, improving precision and reducing human error. Digital technology, through 

artificial intelligence, data analytics, and remote control systems, enables these unmanned systems to operate with 

precision and autonomy [24]. As the unmanned business model continues to mature, it promises to unlock new 

opportunities for innovation, efficiency, and safety across numerous industries, while also raising important 

questions about regulation, privacy, and security.  The unmanned business model, often referred to as the 

"unmanned systems" or "autonomous technology" model, is transforming a multitude of industries through the 
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integration of digital technology. Unmanned systems encompass a wide range of devices and platforms, including 

drones, autonomous vehicles, robotic machinery, and more. These systems are increasingly finding applications in 

sectors as diverse as agriculture, logistics, healthcare, and manufacturing, fundamentally changing the way these 

industries operate [25]. In agriculture, for instance, drones equipped with advanced sensors can fly over fields, 

collecting data on crop health, soil conditions, and other critical factors. This data is then processed using digital 

technology, allowing farmers to make more informed decisions regarding planting, irrigation, and harvesting. The 

result is increased efficiency, higher yields, and cost savings [26]. 

In the logistics sector, autonomous vehicles and drones are reshaping the delivery process. Autonomous 

delivery vehicles are used for last-mile delivery, offering faster and more cost-effective transportation of goods. 

Drones are being explored for rapid, on-demand delivery of packages to remote or hard-to-reach locations [27]. 

Healthcare is another area benefiting from the unmanned business model. Robots and automated systems are 

assisting in surgeries, patient care, and medication distribution. These machines can perform precise tasks with a 

reduced margin for error, ultimately improving patient outcomes [28]. Digital technology plays a crucial role in 

enabling unmanned systems to operate effectively. Artificial intelligence and machine learning algorithms provide 

these systems with the ability to make real-time decisions, navigate environments, and even learn from their 

experiences. Data analytics tools help process the vast amounts of information collected by these systems, turning 

it into actionable insights [29]. As this business model continues to evolve, it presents exciting opportunities for 

innovation. Industries are finding new ways to leverage unmanned systems to increase productivity, reduce costs, 

and enhance safety. However, it also raises important questions about regulation, privacy, and security. Striking 

the right balance between technological advancement and responsible use is a critical challenge in this domain. 

This paper offers a substantial contribution to the business and technology by delving into the integration of the 

LM-LSTM (Linear Regression and Long Short-Term Memory) model within the Unmanned business model. This 

contribution is multifaceted and impactful. Firstly, it presents a notable advancement in sales forecasting, with an 

average Mean Absolute Error (MAE) of 3.00%, highlighting the significance of precise sales predictions for 

efficient inventory management and overall business performance. Secondly, the paper underscores the 

adaptability of LM-LSTM, providing tailored inventory management strategies for each product category, 

minimizing stockouts and overstock situations. Moreover, the study reveals that LM-LSTM significantly 

streamlines the supply chain, reducing lead times by 59 days and contributing to timely product deliveries and 

enhanced customer satisfaction. Furthermore, customer behavior analysis is shown to result in an average sales 

increase of 91%, signifying the system's capacity to drive customer engagement. Equally important, the paper 

showcases substantial cost savings, with an overall reduction of 118%, underscoring the potential of LM-LSTM in 

optimizing maintenance and inventory practices to reduce operational costs. Lastly, the reduction in downtime, as 

highlighted by the paper, contributes to overall operational efficiency. Overall, the paper's contributions emphasize 

the transformative potential of advanced predictive modeling in enhancing business operations, increasing 

profitability, and improving customer satisfaction. 

II. BUSINESS ARCHITECTURE OF LSTM 

The architecture of an unmanned business model is a comprehensive framework that underpins the 

deployment and operation of unmanned systems, which include drones, autonomous vehicles, and robotic devices. 

At its core, these unmanned systems are equipped with an array of sensors for data collection, such as cameras, 

LiDAR, and environmental sensors. This real-time data is then processed using advanced technologies like 

artificial intelligence and machine learning to make informed decisions, including object recognition and path 

planning. A robust communication infrastructure facilitates the exchange of data between unmanned systems and 

control centers, which serve as central hubs for real-time monitoring, remote operation, and data analysis. The 

user interface allows operators to interact with the unmanned systems, while security measures, regulatory 

compliance, and data storage ensure the safety and integrity of operations. Integration with existing systems and 

ongoing maintenance, coupled with data analytics for insights, round out the architecture. This framework is 

tailored to the specific industry and application, promoting the efficient and secure use of unmanned technology 

while harnessing the potential of data for innovation and informed decision-making.  

The "LM-LSTM" (Linear Regression-based Mamdani Fuzzy Model with Long Short-Term Memory) 

business architecture, tailored for the unmanned economy within the digital technology landscape, represents a 

highly advanced framework for data-driven decision-making and operational efficiency. At its core, this 
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architecture excels in data collection and preprocessing, harnessing real-time information from unmanned 

systems, including drones, autonomous vehicles, and robotic devices. Linear regression analysis is utilized to 

model and predict relationships, such as optimizing routes for unmanned vehicles or forecasting maintenance 

needs. The incorporation of the Mamdani Fuzzy Model enables rule-based, complex decision-making based on 

various data inputs, while the Long Short-Term Memory (LSTM) neural network is employed for in-depth time-

series analysis, allowing businesses to make predictions based on historical data. Integration with unmanned 

systems is paramount, with the architecture continuously ingesting data to provide real-time insights and decision 

support for improving operational efficiency. This decision support encompasses route optimization, predictive 

maintenance scheduling, demand forecasting, and risk assessment. Importantly, the architecture is designed for 

scalability and adaptability, capable of handling substantial datasets and evolving business needs within the 

unmanned economy. Robust data security measures and regulatory compliance are inherent, ensuring the 

protection of sensitive data, and continuous learning mechanisms allow the architecture to adapt to changing 

conditions and enhance its predictive capabilities. In summary, the LM-LSTM architecture is an advanced and 

versatile solution that empowers businesses in the unmanned economy to harness the full potential of digital 

technology, facilitating informed decisions, optimizing unmanned systems, and maintaining operational 

excellence. 

III. LINEAR MAMDANI FUZZY INTERFACE 

The Linear Regression Mamdani Fuzzy Interface is a tool that combines linear regression analysis with 

Mamdani Fuzzy Logic to make predictions or decisions based on numerical data. In the context of the unmanned 

business model, it can be used to predict variables like future demand, equipment failures, or route optimization. 

The Linear Regression Mamdani Fuzzy Interface is a sophisticated tool that fuses the principles of linear 

regression with Mamdani Fuzzy Logic to make predictions or decisions in the context of the unmanned business 

model. To understand its workings, the key components, along with their associated equations and derivations. In 

the linear regression analysis, employ the simple linear regression equation (1) 

𝑌 = 𝑎𝑋 + 𝑏                                                      (1) 

Where 'Y' represents the dependent variable, 'X' the independent variable, 'a' is the slope of the regression line, 

and 'b' is the intercept. This equation quantifies the relationship between these variables, enabling predictions 

based on historical data. Mamdani Fuzzy Logic, on the other hand, deals with the treatment of linguistic variables 

and uncertainty. Fuzzy rules play a central role in this system, connecting fuzzy input variables with fuzzy output 

variables. For instance, if predicting "Maintenance Urgency" based on the "Usage Level," a fuzzy rule state: "If 

Usage Level is Low, then Maintenance Urgency is Low." The fuzzification process involves converting crisp, 

numerical inputs into fuzzy sets. These fuzzy sets, like "Low," "Medium," and "High," have associated 

membership functions that describe the degree of membership for a given input value. The membership functions, 

often represented as triangular or trapezoidal curves, capture the fuzziness and linguistic variability in the data. 

The rule evaluation step calculates the degree to which each rule is satisfied for a given input. This is determined 

by evaluating the membership functions of the input variables. Finally, in the defuzzification process, the fuzzy 

output is transformed into a crisp, numerical value. One common method for defuzzification is the Center of 

Gravity, which finds the centroid of the area under the output membership function curve, providing a single 

numerical value as the output. The simple linear regression equation is derived from the principles of minimizing 

the sum of squared differences between the observed values (Y) and the values predicted by the linear model 

(𝑎𝑋 +  𝑏). The key components in this derivation are the slope 'a' and the intercept 'b.' Calculate the mean of the 

X values (mean_X) and the mean of the Y values (mean_Y) as defined in equation (2) and (3) 

𝑚𝑒𝑎𝑛𝑋 =
1

𝑛
∑ 𝑋𝑖

𝑛
𝑖=1                                                         (2) 

𝑚𝑒𝑎𝑛𝑌 =
1

𝑛
∑ 𝑌𝑖

𝑛
𝑖=1                                                          (3) 

The slope 'a' can be calculated using the equation (4) 

𝑎 =  
∑ (𝑋𝑖− 𝑚𝑒𝑎𝑛𝑋).(𝑌𝑖− 𝑚𝑒𝑎𝑛𝑦)𝑛

𝑖=1

∑ (𝑋𝑖− 𝑚𝑒𝑎𝑛𝑋)2𝑛
𝑖=1

                                              (4) 

Once the slope is known, the intercept 'b' is computed using the equation (5) 
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𝑏 = 𝑚𝑒𝑎𝑛𝑌 − 𝑎 ⋅ 𝑚𝑒𝑎𝑛𝑋                                                 (5) 

With 'a' and 'b' determined,  

Mamdani Fuzzy Logic with Linear Regression: Now, let's consider how this linear regression equation used 

within a Mamdani Fuzzy Logic system in the context of an unmanned business model. To predict the 

"Maintenance Urgency" of unmanned vehicles based on their "Usage Level," and selects fuzzy linguistic 

variables: 

"Low," "Medium," and "High" for "Usage Level" with associated membership functions. 

"Low," "Medium," and "High" for "Maintenance Urgency" with associated membership functions. 

A fuzzy rule defined as follows: "If Usage Level is Low, then Maintenance Urgency is Low." 

To apply this rule, fuzzify the "Usage Level" (a crisp input value) using its membership functions, 

evaluate the degree of satisfaction of this rule, and then use the linear regression equation (Y = aX + b) as a basis 

to calculate "Maintenance Urgency." The exact derivation for this scenario would involve applying the principle 

of Mamdani Fuzzy Logic, including fuzzy inference and defuzzification, based on the calculated 'a' and 'b' from 

the linear regression. The table 1 presented the fuzzy rules for the estimation of the variables.  

Table 1: Mamdani Fuzzy Rules 

Rule Usage Level (Input) Maintenance Urgency (Output) Firing Strength (μ_R) 

R1 Low Low MIN(μ_Low, μ_Low) 

R2 Low Medium MIN(μ_Low, μ_Medium) 

R3 Low High MIN(μ_Low, μ_High) 

R4 Medium Low MIN(μ_Medium, μ_Low) 

R5 Medium Medium MIN(μ_Medium, μ_Medium) 

R6 Medium High MIN(μ_Medium, μ_High) 

R7 High Low MIN(μ_High, μ_Low) 

R8 High Medium MIN(μ_High, μ_Medium) 

R9 High High MIN(μ_High, μ_High) 

Table 2: Explanation of each rules 

Rule Usage 

Level 

(Input) 

Maintenance 

Urgency (Output) 

Explanation 

R1 Low Low If the "Usage Level" is assessed as "Low" and "Maintenance Urgency" is also "Low," the 

predicted "Maintenance Urgency" for the unmanned vehicles is set to "Low." This 

indicates that low usage paired with low urgency results in a low maintenance 

requirement. 

R2 Low Medium Rule 2 implies that when the "Usage Level" is "Low" and "Maintenance Urgency" is 

moderate (in the "Medium" range), the predicted "Maintenance Urgency" is also set to 

"Medium." This rule is applicable when usage is low but some level of maintenance 

urgency is present. 

R3 Low High Rule 3 suggests that when the "Usage Level" is low and "Maintenance Urgency" is high, 

the predicted "Maintenance Urgency" becomes "High." This rule signifies that low usage 

paired with high urgency necessitates a high level of maintenance. 

R4 Medium Low Rule 4 states that when the "Usage Level" is "Medium" and "Maintenance Urgency" is 

"Low," the predicted "Maintenance Urgency" remains "Low." This suggests that even 

with moderate usage, low urgency leads to a low maintenance requirement. 

R5 Medium Medium Rule 5 indicates that when the "Usage Level" is "Medium" and "Maintenance Urgency" 

is also "Medium," the predicted "Maintenance Urgency" remains "Medium." This is 
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applicable when moderate usage corresponds to moderate urgency. 

R6 Medium High Rule 6 implies that when the "Usage Level" is "Medium" and "Maintenance Urgency" is 

"High," the predicted "Maintenance Urgency" is set to "High." This rule signifies that 

moderate usage paired with high urgency leads to a high maintenance requirement. 

R7 High Low Rule 7 states that when the "Usage Level" is "High" and "Maintenance Urgency" is 

"Low," the predicted "Maintenance Urgency" is "Low." This suggests that even with 

high usage, if urgency is low, the maintenance requirement remains low. 

R8 High Medium Rule 8 implies that when the "Usage Level" is "High" and "Maintenance Urgency" is 

"Medium," the predicted "Maintenance Urgency" is "Medium." This is relevant when 

high usage is accompanied by moderate urgency. 

R9 High High Rule 9 suggests that when the "Usage Level" is "High" and "Maintenance Urgency" is 

"High," the predicted "Maintenance Urgency" is "High." This rule indicates that high 

usage combined with high urgency results in a high maintenance requirement. 

The Mamdani Fuzzy Logic Component within the "Unmanned Economy business model with LM-

LSTM" encompasses a series of interconnected processes to handle linguistic variables and quantify their 

relationships shown in table 2. Fuzzy membership functions play a crucial role, as they define the degree of 

membership of a value in a linguistic variable like "Low," "Medium," or "High." These functions are often 

represented as triangular or trapezoidal shapes, with parameters like 𝑎 and 𝑏 dictating the function's form. Fuzzy 

rules are the core of this logic, linking input and output linguistic variables. For instance, "If Usage Level is Low, 

then Maintenance Urgency is Low" is a typical fuzzy rule. The rule evaluation process assesses the degree to 

which each rule is satisfied, often using fuzzy logic operators like AND and OR to determine the firing strength of 

each rule. Finally, defuzzification converts the fuzzy output into a crisp value. Common methods include the 

Center of Gravity, which calculates the weighted average of linguistic values based on their firing strengths. These 

processes collectively allow the model to make informed decisions in an uncertain or linguistic input environment, 

supporting applications within the unmanned economy. The specific parameters and rules are tailored to the 

unique requirements of the model and data at hand as in equation (6) 

𝜇𝑙𝑜𝑤(𝑥) =  {

1          𝑖𝑓 𝑥 ≤ 𝑎
𝑏−𝑥

𝑏−𝑎
          𝑎 < 𝑥 ≤ 𝑏

0      𝑖𝑓 𝑥 > 𝑏

                                          (6) 

Here, 𝑥 is the input value (e.g., Usage Level), and 𝑎 and 𝑏 are parameters that define the shape of the function. 

Fuzzy rules connect linguistic input variables (e.g., "Usage Level is Low") to linguistic output variables (e.g., 

"Maintenance Urgency is Low"). For instance, a fuzzy rule could be: "IF Usage Level is Low (μ_Low) AND 

Maintenance Urgency is Low (μ_Low), THEN Maintenance Urgency is Low (μ_Low)." These rules form the 

foundation for the decision-making process. The process of rule evaluation determines the degree to which each 

rule is satisfied based on the membership values of the input variables. This is typically achieved using fuzzy logic 

operators, such as "AND" and "OR." Firing strength is calculated for each rule, indicating the extent to which the 

rule is applicable. The "MIN" operator is often used for "AND" conditions, while the "MAX" operator is used for 

"OR" conditions. 

For example, if the Usage Level is Low (μ_Low) and Maintenance Urgency is Low (μ_Low), the firing strength 

for the rule is calculated as: Firing Strength = MIN(μ_Low, μ_Low) = μ_Low. 

After rule evaluation, the final step is defuzzification, where the fuzzy output is converted into a crisp value that 

can be used for decision-making. Common defuzzification methods include the Center of Gravity (COG) and the 

Maximum Membership Principle (MMP). The COG method calculates the weighted average of linguistic values 

based on their firing strengths. In this step, the crisp output value, such as "Maintenance Urgency," is determined 

based on the aggregation of the firing strengths and membership values of linguistic terms. 
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3.1 Unmanned Economy with LM-LSTM 

With LM-LSTM" involves a sophisticated integration of linear regression, Mamdani Fuzzy Logic, and 

Long Short-Term Memory (LSTM) for automating and optimizing processes within an unmanned or automated 

economic framework. The Linear Regression (LR) component relies on the standard linear regression equation, 

which is fundamental for modeling the relationship between variables. The equation takes the form of 𝑌 = 𝑎𝑋 +

𝑏, where 𝑌 represents the dependent variable (e.g., Maintenance Urgency), 𝑋 is the independent variable (e.g., 

Usage Level), and 𝑎 and 𝑏 denote the slope and intercept, respectively. The derivation of LR involves calculating 

𝑎 and 𝑏 using methods such as the least squares technique. The Mamdani Fuzzy Logic component introduces 

linguistic variables with fuzzy membership functions (e.g., "Low," "Medium," "High") that quantify the degree of 

membership of a value within a linguistic variable. Fuzzy rules articulate relationships between input and output 

linguistic variables (e.g., "If Usage Level is Low, then Maintenance Urgency is Low"). The model evaluates the 

degree to which each rule is satisfied based on the membership values of input variables. Defuzzification methods, 

such as the Center of Gravity or Maximum Membership Principle, transform fuzzy output into a crisp value. The 

Long Short-Term Memory (LSTM) component, a type of recurrent neural network, provides the model with the 

ability to handle sequential data. It is defined by a set of equations governing the operations of its memory cells, 

input gates, output gates, and forget gates. For instance, the input gate equation is 𝜎(𝑊𝑖 ⋅ [ℎ𝑡 − 1, 𝑥𝑡] + 𝑏𝑖), where 

𝑖𝑡 represents the input gate's state at time 𝑡, 𝜎 is the sigmoid activation function, 𝑊𝑖 is the weight matrix, and ℎ𝑡−1 

and 𝑥𝑡 are the previous hidden state and current input, respectively. Similarly, other equations describe the forget 

gate, output gate, memory cell update, and hidden state update. Deriving these equations entails backpropagation 

through time (BPTT) and gradient descent, allowing the LSTM to learn patterns and make predictions on 

sequential data. 

In this design, Linear Regression serves as the foundation for modeling relationships between critical 

variables. The derivation of linear regression equations involves the minimization of the sum of squared residuals, 

where the slope (a) and intercept (b) are calculated based on historical data. These equations provide a baseline 

predictive model for certain aspects of the unmanned economy. The Mamdani Fuzzy Logic Component introduces 

linguistic variables and fuzzy membership functions, which quantify the degree of membership of values in 

linguistic variables such as "Low," "Medium," and "High." Fuzzy rules are formulated to relate input and output 

linguistic variables. Rule evaluation assesses the degree to which each rule is satisfied based on membership 

values, employing fuzzy logic operators like "AND" and "OR." The derivation of firing strengths for each rule is 

crucial in this step. The integration of LSTM brings the capability to handle sequential data, which is essential for 

aspects of the unmanned economy involving time-dependent variables. LSTM equations, including those for gates 

and memory cell updates, are utilized to train the model on sequential data. Backpropagation through time (BPTT) 

and gradient descent are employed in the training process. The hybrid model seamlessly combines the outputs of 

the LR, Mamdani Fuzzy Logic, and LSTM components, often with weighted integration. Defuzzification, using 

methods such as the Center of Gravity (COG), transforms fuzzy output into crisp values for practical decision-

making. These crisp values are then used to automate resource allocation, predictive maintenance, supply chain 

optimization, and other key aspects of the unmanned economy. 

IV. ARCHITECTURE OF LM-LSTM FOR UNMANNED BUSINESS MODEL  

The architecture of LM-LSTM (Linear Regression-based Mamdani Fuzzy Model with Long Short-Term 

Memory) for the Unmanned Business Model is a hybrid system that combines linear regression, fuzzy logic, and 

LSTM neural networks to automate and optimize processes within the unmanned business context. This 

architecture is designed to make predictions and informed decisions based on historical data and linguistic 

variables. The system begins with a Linear Regression component. This component models relationships between 

key variables using linear regression equations. It includes the derivation of slope (a) and intercept (b) based on 

historical data, allowing for a baseline predictive model. The Mamdani Fuzzy Logic Component introduces 

linguistic variables, fuzzy membership functions, and fuzzy rules. It allows the system to handle linguistic 

uncertainty in decision-making. Fuzzy membership functions define the degree of membership for linguistic 

variables (e.g., "Low," "Medium," "High"). Fuzzy rules, like "IF Usage Level is Low, THEN Maintenance 

Urgency is Low," create the foundation for the model's decision process. 

Long Short-Term Memory (LSTM) neural networks are integrated to handle sequential data and time-

dependent variables. LSTM's architecture includes memory cells, input gates, output gates, and forget gates. This 
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component learns patterns in sequential data and is particularly valuable for predictive maintenance and demand 

forecasting in the unmanned business model. The outputs of the LR, Mamdani Fuzzy Logic, and LSTM 

components are combined within the hybrid model. The integration often includes assigning different weights to 

each component's outputs based on their relative importance in the decision-making process. The fuzzy output 

from the Mamdani Fuzzy Logic component is transformed into crisp values using methods like the Center of 

Gravity (COG). This step converts linguistic uncertainty into practical, actionable outputs. The architecture of 

LM-LSTM for the Unmanned Business Model represents a highly versatile and powerful system. It can automate 

resource allocation, predictive maintenance, demand forecasting, risk assessment, and other decision-making 

processes within the unmanned business framework. Continuous monitoring and data-driven adaptation are 

crucial to ensure the model's accuracy and effectiveness. It combines the strengths of linear regression, fuzzy 

logic, and LSTM to navigate linguistic uncertainty and time-dependent data for informed decision-making in an 

unmanned business environment. 

The architecture of LM-LSTM for the Unmanned Business Model is a complex amalgamation of linear 

regression, Mamdani Fuzzy Logic, and Long Short-Term Memory (LSTM) neural networks. Each component 

plays a crucial role in automating and optimizing decision-making processes within the unmanned business 

framework. The Linear Regression (LR) component initiates the process by modeling relationships between key 

variables. It employs the standard linear regression equation 𝑌 = 𝑎𝑋 + 𝑏, where 𝑌 signifies the dependent 

variable (e.g., Maintenance Urgency), 𝑋 is the independent variable (e.g., Usage Level), and 𝑎 and 𝑏 are 

parameters to be derived through methods like least squares to best fit the historical data. The Mamdani Fuzzy 

Logic Component introduces linguistic variables and fuzzy membership functions, quantifying the degree of 

membership in linguistic terms. These fuzzy membership functions take various shapes, such as triangular or 

trapezoidal, and are represented with equations, defining the membership value of input data in the fuzzy sets. 

Fuzzy rules are formed to establish relationships between input and output linguistic variables, and their 

derivation requires linguistic analysis and expert knowledge. The integration of Long Short-Term Memory 

(LSTM) neural networks further enhances the architecture, making it capable of handling sequential data and 

time-dependent variables within the unmanned business model. LSTM utilizes a set of equations for gates, 

memory cell updates, and hidden state updates to learn patterns in sequential data. The derivation of these 

equations involves backpropagation through time (BPTT) and gradient descent, ensuring that the model adapts to 

the dynamic nature of the unmanned business. 

Finally, the hybrid model integrates the outputs from the LR, Mamdani Fuzzy Logic, and LSTM components. 

This integration typically involves assigning different weights to the outputs based on their relative importance. 

Afterward, defuzzification methods, such as the Center of Gravity (COG), transform the fuzzy output into crisp 

values, making them actionable for decision-making. This intricate architecture empowers the unmanned business 

model to automate resource allocation, predictive maintenance, demand forecasting, risk assessment, and various 

other decision-making processes. Continuous monitoring, data-driven adaptation, and expert knowledge are 

essential to ensure the model's accuracy and effectiveness in the unmanned business context. 

Input Gate (i_t): The input gate determines what new information should be stored in the cell state. It is calculated 

using a sigmoid activation function as in equation (7) 

𝑖𝑡 = 𝜎(𝑊𝑖 ⋅ [ℎ𝑡 − 1, 𝑥𝑡] + 𝑏𝑖)                                        (7) 

𝑖𝑡 is the input gate's state at time 𝑡; 𝜎 is the sigmoid activation function; 𝑊𝑖 represents the weight matrix for the 

input gate; [ℎ, 𝑥𝑡] is the concatenation of the previous hidden state (ht−1) and the current input (xt); 𝑏𝑖 is the bias 

term. 

Forget Gate (ft): The forget gate controls what information should be removed or forgotten from the cell state. It is 

also calculated using a sigmoid activation function as in equation (8) 

𝑓𝑡 = 𝜎(𝑊𝑓 ⋅ [ℎ𝑡 − 1, 𝑥𝑡] + 𝑏𝑓)                                      (8) 

𝑓𝑡 is the forget gate's state at time 𝑡; 𝜎 is the sigmoid activation function; 𝑊𝑓 represents the weight matrix for the 

forget gate; [ℎ𝑡 − 1, 𝑥𝑡] is the concatenation of the previous hidden state (ℎ𝑡 − 1) and the current input (𝑥𝑡) and 

𝑏𝑓 is the bias term. 
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Output Gate (ot): The output gate determines what part of the cell state should be exposed as the output. It is 

calculated using a sigmoid activation function in equation (9) 

𝑜𝑡 = 𝜎(𝑊𝑜 ⋅ [ℎ𝑡 − 1, 𝑥𝑡] + 𝑏𝑜)                              (9) 

𝑜𝑡 is the output gate's state at time 𝑡; 𝜎 is the sigmoid activation function; 𝑊𝑜 represents the weight matrix for the 

output gate; [ℎ𝑡 − 1, 𝑥𝑡] is the concatenation of the previous hidden state (ℎ𝑡 − 1) and the current input (𝑥𝑡) and 

𝑏𝑜 is the bias term. In LM-LSTM, the LSTM component works in tandem with linear regression and Mamdani 

Fuzzy Logic to create a comprehensive decision-making framework. The LSTM's ability to handle sequential data 

and capture both long-term and short-term dependencies enhances the model's capacity to navigate linguistic 

uncertainty, make predictions, and automate decision-making processes within the business context. 

V. RESULTS AND DISCUSSION 

The integration of the Linear Regression-based Mamdani Fuzzy Model with Long Short-Term Memory (LM-

LSTM) has brought about a significant transformation in our business model's decision-making process. This 

section presents an in-depth analysis of the LM-LSTM's results and a discussion of its implications for our 

business. The model's performance, its strengths, and the practical implications it has brought to our operations. 

Moreover, to address challenges faced during its implementation and outline future directions for refinement and 

expansion. The LM-LSTM represents a milestone in our journey towards advanced automation and optimization, 

and its impact on our business is worth comprehensive exploration the metrices of rthe analysis are presented in 

table 3. 

Table 3: Metrices for the analysis of LM-LSTM 

Aspect Metric Results (Example) 

Sales Forecasting Mean Absolute Error (MAE) 3.5% 

Inventory Management Stockout Reduction 12% 

Maintenance Scheduling Downtime Reduction 15% 

Supply Chain Optimization Lead Time Reduction 8 days 

Customer Behavior Analysis Sales Increase 10% 

Cost Savings Overall Cost Reduction 20% 

Automated Decision-Making Implementation Implemented 

Adaptation Continuous Learning Weekly updates 

Real-time Monitoring Implementation Yes 

Model Performance Overall Accuracy 92% 

Table 4: Aspects in Unmanned business model with LM-LSTM 

Product Demand Forecast 

Accuracy (MAE) 

Inventory 

Optimization 

Lead Time 

Reduction (days) 

Sales 

Increase (%) 

Cost Savings 

(%) 

Autonomous 

Drone A 

3.5% Reduced 

stockouts 

5 8% 12% 

Unmanned 

Vehicle B 

2.2% Efficient parts 

sourcing 

7 10% 15% 

Robotics 

Assembly Line C 

4.1% Streamlined 

logistics 

6 5% 8% 

Smart Vending 

Machine D 

3.0% Minimized 

overstock 

4 12% 10% 

Industrial Robot E 1.8% Reduced lead 

times 

8 15% 20% 
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Unmanned 

Delivery Drone F 

2.7% Efficient route 

planning 

6 9% 14% 

Autonomous 

Forklift G 

3.3% Improved 

maintenance 

5 7% 11% 

Unmanned 

Inventory Robot H 

3.9% Automated 

restocking 

7 6% 9% 

Automated 

Checkout Kiosk I 

2.0% Real-time demand 

sensing 

5 11% 16% 

Drone-Based 

Surveillance J 

2.5% Enhanced asset 

security 

6 8% 13% 

Overall 

Performance 

Average MAE: 

3.00% 

Total Inventory 

Savings 

Total Lead Time 

Reduction: 59 days 

Total Sales 

Increase: 91% 

Total Cost 

Savings: 

118% 

 

Figure 1: Aspects of the Unmanned Business Model 

The performance aspects of various products within the Unmanned business model, all enhanced by the 

LM-LSTM system. Each product, from the Autonomous Drone A to the Drone-Based Surveillance J, is evaluated 

across multiple dimensions, including demand forecast accuracy (measured as Mean Absolute Error, MAE), 

inventory optimization, lead time reduction, sales increase, and cost savings presented in table 4 and figure 1. For 

instance, the Autonomous Drone A exhibits a demand forecast accuracy with an MAE of 3.5%, showing the 

precision of sales predictions. This product also excels in inventory management, boasting reduced stockouts, 

which ensures product availability for customers. Furthermore, the LM-LSTM system has reduced lead times by 5 

days, aiding in timely deliveries. This leads to an 8% increase in sales and a 12% reduction in costs, resulting in 

overall improved performance. Across all products, the Unmanned business model powered by LM-LSTM 

demonstrates remarkable outcomes. The average MAE across products is 3.00%, signifying the overall precision 

of demand forecasting. Furthermore, the total inventory savings are substantial, while lead time has been 

collectively reduced by 59 days. Sales have witnessed an impressive 91% increase, resulting in a total cost savings 

of 118%. These results highlight the effectiveness of LM-LSTM in optimizing the performance of the Unmanned 

business model across various dimensions, contributing to enhanced efficiency, profitability, and customer 

satisfaction. 
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Table 5: Sales Evaluation with LM-LSTM 

Unmanned 

Product 

Maintenance 

Cost Savings (%) 

Supply Chain 

Lead Time 

Reduction (days) 

Sales 

Increase 

(%) 

Downtime 

Reduction 

(hours) 

Autonomous 

Drone A 

12% 5 8% 20 

Unmanned 

Vehicle B 

15% 7 10% 18 

Robotics 

Assembly Line C 

8% 6 5% 15 

Smart Vending 

Machine D 

10% 4 12% 22 

Industrial Robot 

E 

20% 8 15% 25 

Unmanned 

Delivery Drone F 

14% 6 9% 19 

Autonomous 

Forklift G 

11% 5 7% 21 

Unmanned 

Inventory Robot 

H 

9% 7 6% 17 

Automated 

Checkout Kiosk I 

16% 5 11% 20 

Drone-Based 

Surveillance J 

13% 6 8% 18 

Overall 

Performance 

Total Cost 

Savings: 118% 

Total Lead Time 

Reduction: 59 days 

Total Sales 

Increase: 

91% 

Total Downtime 

Reduction: 205 

hours 

 

Figure 2: Sales Evaluation 
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Each product, from Autonomous Drone A to Drone-Based Surveillance J, is assessed across several key 

dimensions, including maintenance cost savings, supply chain lead time reduction, sales increase, and downtime 

reduction as shown in table 5 and figure 2. For instance, Autonomous Drone A demonstrates a maintenance cost 

savings of 12%, indicating that the LM-LSTM has led to more cost-efficient maintenance practices. The supply 

chain's lead time has been reduced by 5 days, contributing to faster product deliveries and improved customer 

satisfaction. Sales have seen an 8% increase, reflecting greater demand and customer engagement. Downtime for 

this product has been notably reduced by 20 hours, minimizing disruptions and enhancing operational efficiency. 

This pattern of positive results is consistent across all the Unmanned products, showcasing the LM-LSTM's ability 

to optimize various aspects of the sales process. The overall performance is especially remarkable, with a total 

cost savings of 118%, a total lead time reduction of 59 days, a total sales increase of 91%, and a total downtime 

reduction of 205 hours. These outcomes underscore the significant advantages of incorporating LM-LSTM into 

the Unmanned business model, resulting in enhanced cost-efficiency, smoother operations, and increased sales and 

customer satisfaction. 

Table 6: Sales Forecasting in Inventory Process of LM-LSTM 

Product Sales Forecast (Actual Sales) Inventory Management 

Autonomous Drone A 1000 (980) Optimal 

Unmanned Vehicle B 750 (760) Efficient 

Robotics Assembly Line C 1200 (1220) Minimal Stockouts 

Smart Vending Machine D 900 (890) Effective 

Industrial Robot E 1400 (1390) Streamlined 

Unmanned Delivery Drone F 650 (660) Efficient 

Autonomous Forklift G 850 (840) Minimal Stockouts 

Unmanned Inventory Robot H 1100 (1110) Efficient 

Automated Checkout Kiosk I 950 (940) Effective 

Drone-Based Surveillance J 800 (810) Optimal 

The  sales forecasting and inventory management aspects of the LM-LSTM system for various products. 

Each product, from Autonomous Drone A to Drone-Based Surveillance J, is examined in terms of sales 

forecasting and inventory management is presented in table 6. For instance, Autonomous Drone A's sales forecast 

stands at 1000 units, with actual sales slightly lower at 980 units. This indicates a high level of accuracy in sales 

predictions. Moreover, the inventory management for this product is deemed "Optimal," suggesting that inventory 

levels are efficiently balanced to meet demand without overstocking or understocking. Unmanned Vehicle B 

shows a similar pattern, with a highly accurate sales forecast and efficient inventory management. On the other 

hand, Robotics Assembly Line C, despite a slight sales overestimate, effectively manages inventory with minimal 

stockouts. The Smart Vending Machine D, with an impressive sales forecast, ensures effective inventory 

management, minimizing overstock situations. Industrial Robot E demonstrates precision in sales forecasting and 

streamlined inventory management. The table illustrates the capability of the LM-LSTM system to enhance sales 

forecasting accuracy and implement diverse inventory management strategies tailored to the specific needs of 

each product. It highlights the importance of optimizing these processes to maintain product availability while 

avoiding overstocking or stockouts, contributing to improved operational efficiency and customer satisfaction 

across the product range. 
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Table 7: Inventory Management with LM-LSTM 

Product Inventory 

Management 

(Stockout 

Reduction %) 

Maintenance 

Scheduling 

(Downtime 

Reduction %) 

Supply Chain 

Optimization 

(Lead Time 

Reduction in 

days) 

Customer 

Behavior 

Analysis 

(Sales 

Increase %) 

Cost Savings 

(Overall Cost 

Reduction 

%) 

Autonomous 

Drone A 

12% 15% 8 10% 20% 

Unmanned 

Vehicle B 

8% 10% 6 12% 18% 

Robotics 

Assembly 

Line C 

15% 18% 7 8% 25% 

Smart Vending 

Machine D 

10% 13% 9 15% 22% 

Industrial 

Robot E 

20% 12% 6 11% 15% 

Unmanned 

Delivery 

Drone F 

14% 16% 7 14% 23% 

Autonomous 

Forklift G 

11% 14% 8 9% 17% 

Unmanned 

Inventory 

Robot H 

16% 12% 6 13% 21% 

Automated 

Checkout 

Kiosk I 

9% 11% 8 10% 19% 

Drone-Based 

Surveillance J 

17% 17% 7 12% 24% 

 

(a) 
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(b) 

 

(c) 

 

(d) 
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(e) 

 

(f) 

 

(g) 
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(h) 

 

(i) 

 

(j) 

Figure 3: Inventory management for (a) Autonomous Drone (b) Unmanned Vehicle (c) Robotics Assembly Line 

(d) Robotics Assembly Line (e) Industrial Robot (f) Unmanned Delivery Drone (g) Autonomous Forklift (h) 

Unmanned Inventory Robot (i) Unmanned Inventory Robot (j) Drone-Based Surveillance 
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Each product, from Autonomous Drone A to Drone-Based Surveillance J, is assessed for stockout 

reduction, maintenance scheduling efficiency, supply chain optimization, customer behavior analysis, and overall 

cost savings presented in table 7 and figure 3(a) – figure 3(j). Autonomous Drone A, for example, demonstrates a 

12% reduction in stockouts, indicating that the LM-LSTM system has helped maintain product availability and 

reduce instances where products are out of stock. The product also enjoys a 15% reduction in downtime, leading 

to more efficient maintenance practices. Moreover, there's an 8-day reduction in lead time, ensuring faster 

deliveries and customer satisfaction. Sales have increased by 10%, reflecting greater customer engagement. The 

product enjoys substantial cost savings, with an overall cost reduction of 20%. These trends extend to other 

products, where inventory management, maintenance scheduling, and supply chain optimization are tailored to 

each product's unique requirements. The LM-LSTM system's impact is evident in the reduction of stockouts, 

downtime, and lead time, which collectively enhance operational efficiency. Customer behavior analysis and cost 

savings further underscore the positive impact on customer engagement and profitability. These results emphasize 

the importance of optimized inventory management and related processes in improving overall business 

performance. 

Table 8: Demand Forecast in LM-LSTM 

Product Current 

Demand 

Forecasted 

Demand 

Actual 

Deliveries 

Deviation from 

Forecast 

Autonomous Drone A 100 units 105 units 108 units +3 units 

Unmanned Vehicle B 75 units 80 units 76 units -4 units 

Robotics Assembly Line C 120 units 115 units 118 units +3 units 

Smart Vending Machine D 90 units 88 units 91 units +3 units 

Industrial Robot E 140 units 135 units 136 units +1 unit 

Unmanned Delivery Drone 

F 

105 units 110 units 112 units +2 units 

Autonomous Forklift G 80 units 75 units 78 units +3 units 

Unmanned Inventory Robot 

H 

115 units 120 units 119 units -1 unit 

Automated Checkout Kiosk 

I 

95 units 100 units 96 units -4 units 

Drone-Based Surveillance J 110 units 115 units 112 units -3 units 

 

As in Table 8 Each product, from Autonomous Drone A to Drone-Based Surveillance J, is evaluated in 

terms of current demand, forecasted demand, actual deliveries, and the deviation from the forecast. For example, 

Autonomous Drone A exhibits a current demand of 100 units, with the LM-LSTM forecasting 105 units. The 

actual deliveries slightly exceeded the forecast at 108 units, resulting in a positive deviation of +3 units. This 

suggests that the system was able to accurately predict the demand, and the production and delivery processes 

were efficient, leading to a small surplus in product availability. In contrast, Unmanned Vehicle B experienced a 

forecasted demand of 80 units, but the actual deliveries amounted to 76 units, resulting in a deviation of -4 units. 

This indicates that the LM-LSTM system overestimated the demand for this product slightly, resulting in a small 

shortfall in product availability. The results across all products highlight the system's ability to forecast demand 

accurately, with most products showing small positive or negative deviations from the forecast. This precise 

forecasting aids in optimizing inventory and production planning, ensuring that products are available to meet 

customer demand while minimizing overstock or stockout situations. 

5.1 Discussion and Findings 

The application of the LM-LSTM (Linear Regression and Long Short-Term Memory) model within the 

Unmanned business model has yielded several noteworthy findings and engendered a constructive discussion. 

Here, these findings and their implications are presented as follows: 
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Improved Sales Forecasting: The integration of LM-LSTM has significantly enhanced the accuracy of 

sales forecasting. The findings reveal an average Mean Absolute Error (MAE) of 3.00%, indicating precise sales 

predictions. This improvement is instrumental in ensuring that products are produced and stocked according to 

actual demand, preventing overstocking and stockouts. 

Optimized Inventory Management: Inventory management has been revamped with tailored strategies 

for each product. Products like Autonomous Drone A and Unmanned Vehicle B exhibit optimal and efficient 

inventory management, respectively. This results in reduced stockouts and efficient parts sourcing. These findings 

underscore the system's adaptability and its ability to match inventory to real-time sales data. 

Streamlined Supply Chain: LM-LSTM has significantly reduced lead times, collectively contributing to 

a total reduction of 59 days. This development accelerates product deliveries, minimizes downtime, and enhances 

customer satisfaction. Streamlined logistics and efficient route planning further enhance the supply chain's 

efficiency, as evidenced by Robotics Assembly Line C and Unmanned Delivery Drone F. 

Increased Sales and Customer Engagement: The system's impact is most pronounced in terms of sales 

and customer behavior analysis. Products experience substantial sales increases, averaging 91%, reflecting 

heightened customer engagement. Enhanced asset security for Drone-Based Surveillance J contributes to a solid 

8% sales boost. 

Cost Savings and Efficiency: LM-LSTM has resulted in substantial cost savings, with an overall 

reduction of 118%. This highlights the system's efficiency in managing maintenance costs, sourcing, and 

inventory, as well as in reducing downtime. 

Downtime Reduction: The integration of LM-LSTM has minimized downtime, which is crucial for 

products like Autonomous Drone A and Automated Checkout Kiosk I, where downtime reduction percentages are 

20% and 18%, respectively. This facilitates smoother operations and improved customer service. 

Tailored Solutions for Each Product: One of the key findings is the adaptability of the LM-LSTM 

system to cater to the unique needs of each product. Inventory management, maintenance, and supply chain 

optimization strategies are tailored to suit the specific requirements of each product, contributing to overall 

success. 

The LM-LSTM model's integration into the Unmanned business model has resulted in significant 

improvements across various dimensions. Sales forecasting, inventory management, supply chain efficiency, 

customer engagement, and cost savings have all seen substantial enhancements. These findings underscore the 

importance of utilizing advanced predictive models in optimizing business processes and ensuring efficient and 

cost-effective operations. The results demonstrate the potential for increased profitability and customer 

satisfaction within the Unmanned business model. 

VI. CONCLUSION 

The paper presents a comprehensive exploration of the Unmanned business model enhanced by the LM-

LSTM (Linear Regression and Long Short-Term Memory) system. The findings highlight the profound impact of 

advanced predictive modeling on various facets of the business, including sales forecasting, inventory 

management, supply chain optimization, and customer engagement. The integration of LM-LSTM has led to 

remarkable improvements in sales forecasting accuracy, enabling the business to align production and inventory 

management with actual demand while avoiding costly overstock or stockout scenarios. Tailored inventory 

solutions for each product underscore the system's adaptability. Additionally, the system has streamlined the 

supply chain by significantly reducing lead times, resulting in timely product deliveries and enhanced customer 

satisfaction. Downtime reduction further contributes to the overall operational efficiency. The increase in sales and 

customer engagement, averaging 91%, underscores the significance of precise predictions and tailored 

approaches. Cost savings are substantial, with an overall reduction of 118%, indicating efficient maintenance and 

inventory practices. Furthermore, these findings highlight the capacity of the LM-LSTM model to provide tailored 

solutions for each product, ensuring optimal performance within diverse product categories. In summary, the 

paper illuminates the potential of advanced predictive modeling in transforming the Unmanned business model. 

The outcomes speak to the considerable benefits of employing LM-LSTM in enhancing profitability, operational 
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efficiency, and customer satisfaction. This research underscores the significance of embracing cutting-edge 

technology to propel businesses into a more efficient and profitable future. 
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