
J. Electrical Systems 20-10s (2024): 549-563 

549 

1Amani Aljehani 

2Syed Hamid 

Hasan 

A BERT-based Prototypical Networks for 

Few-Shot Arabic Short-text Topic 

Detection 

 

Abstract: - With the rapid growth of social media platforms, messaging apps, and online forums, vast amounts of short textual content are 

generated daily in Arabic, covering a wide range of topics and discussions. The ability to automatically detect the topics within these short 

texts is crucial for various applications. State-of-the-art deep learning models demonstrate high performance in this particular task. However, 

these approaches may encounter challenges in acquiring knowledge of the semantic space, and their effectiveness significantly depends on 

the availability of extensive, annotated training datasets. Unfortunately, the Arabic language lacks sufficient resources in this regard. In this 

paper, we propose a few-shot learning model for Arabic short-text topic detection, where the model proves its ability to generalize from a few 

examples to new, unseen classes leveraging prior knowledge from related tasks. The model's performance was assessed on three short-text 

datasets that are publicly available (SemEval, ASND, and AITD). The experimental results demonstrate that the proposed model outperforms 

baseline models considering only 1, 5, and 10 examples during the training phase, providing empirical evidence for the effectiveness of 

employing few-shot learning in text classification tasks.   
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1 INTRODUCTION 

Text classification is a fundamental task in NLP which refers to the systematic procedure of assigning a certain 

class or category to a given text based on its content, utilizing a predetermined set of categories [1]. The objective 

is to analyze and classify text data automatically in order to facilitate information retrieval, organization, and 

decision-making. Many fields have used text classification for various purposes. Such as in email spam filtering 

to differentiate between legitimate and spam messages, and in document classification for tasks such as topic 

detection, genre classification, and content filtering. Also, it is used to classify news articles into various topics or 

domains for the news classification application [1]. Several studies have explored traditional machine learning 

algorithms, such as Support Vector Machines (SVM), Naive Bayes, and Decision Trees for topic detection tasks. 

These methods often rely on feature engineering techniques and bag-of-words representations to categorize text 

into predefined topics. Furthermore, probabilistic models like Latent Dirichlet Allocation (LDA) have been 

extensively employed in capturing topic distributions within large document collections [2]. Such methods, 

although effective, face challenges in handling short texts, especially in languages like Arabic, where 

morphological complexities add a layer of difficulty to the analysis. To address this, recent research has focused 

on leveraging deep learning techniques, including Long Short-Term Memory (LSTM), Convolutional Neural 

Networks (CNNs), Recurrent Neural Networks, and Transformer-based models, which excel in capturing 

semantic relationships and contextual information within short texts. These models, often required to be pre-

trained on large annotated textual corpora, enable the extraction of intricate patterns and enhance the accuracy of 

topic detection in diverse linguistic contexts. This presents a challenge in low-resource languages or in domains 

with limited annotated data such as Arabic language. Arabic is a diverse and rich language that is known for its 

historical importance, cultural history, and wide use across the Middle East and North Africa. However, it 

presents some unique challenges for traditional topic detection systems. Since Arabic has a rich 

morphological structure, with a large number of inflectional and derivational morphemes, which can be 

attributed to the phenomenon of word derivation from a single root, resulting in the creation of numerous 

words with distinct meanings [3]. For example, the terms “book” (i.e., “ كتاب”), “writing” (i.e., “ كتابة”), 

“writer” (i.e., “ كاتب”), and “library” (i.e., “ مكتبة”) are all derived from the same linguistic root (i.e., “ كتب”) 

which can affect the accuracy of stemming algorithms [4]. Additionally, Arabic language is written from 

right to left, which can pose challenges for text alignment and feature extraction, and the way its letters are 

put together is very complicated. Each letter in Arabic can look different based on where it is in a word. 
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Moreover, diacritic marks are applied to or positioned around letters in order to indicate the pronunciation 

and so enhance the comprehensibility of words [5]. For example, the word “write” (i.e.,“ ََكَتب”) differs from 

the word “books” (i.e.,“  ُكُتب”). However, the majority of current Arabic writings are composed without the 

inclusion of diacritical marks. Furthermore, the Arabic language exhibits a distinction between the formal 

written form, known as Classical Arabic or Modern Standard Arabic (MSA), and the various regional 

dialects that are spoken in different Arabic-speaking nations, Dialectal Arabic (DA) [6]. Besides, the Arabic 

short text poses a distinct difficulty of its own due to its sparseness, rare word encounters, and lack of 

contextual meanings, whereas traditional word embedding models exhibit lower performance when applied 

to such data resources.  

Researchers are exploring methods to address these challenges, such as the use of Arabic-specific 

preprocessing techniques that can handle the complex morphology and word order of Arabic language [7]. 

However, these machine/deep learning models often require substantial labeled data for acquiring knowledge 

of the semantic space. Whereas, in real-world scenarios, obtaining labeled data for every possible topic is a 

challenging and time-consuming task [8]. 

In response to these challenges, few-shot learning (FSL) techniques have emerged as powerful solutions, enabling 

models to generalize and recognize patterns from a few examples. Few-shot learning focuses on training 

machine/deep learning models to understand and classify new, unseen classes with only a handful of labeled 

examples [9]. This paradigm shift seems as a viable option for the rapid adaptation to dynamic online content, 

where new topics emerge frequently, and traditional models struggle to keep up. 

In this study, we were motivated by FSL to explore the effectiveness of applying it in Arabic short-text topic 

detection tasks, and due to the insufficient availability of a substantial number of examples for training classifiers. 

Our goal is to develop a robust and efficient model capable of accurately classifying topics within short Arabic 

texts, even with limited labeled examples. By harnessing the power of few-shot learning, we aim to enhance the 

adaptability and responsiveness of topic detection systems in the ever-evolving Arabic digital environment. 

The following is a list of our research's contributions: 

• We propose a few-shot topic detection model to deal with Arabic short text. To the best of our knowledge,

our model is the first that performs topic detection in Arabic language utilizing a few examples during

the training phase.

• The proposed model utilizes a transformer BERT-based model (MARBERT), which provides efficient

extraction of Arabic language contextualized embeddings and intricate pattern recognition. Combined

with the Prototypical meta-learning framework that allows the model to generalize well to recognize new

unseen classes.

• The approach proposed in our study demonstrates superior performance compared to the existing state-

of-the-art models across three distinct Arabic short-text datasets.

The rest of the paper is organized as follows: It begins with a review of related work (Section 2) and provides 

foundational knowledge in Section 3. The core methodology, integrating MARBERT and Prototypical Networks, 

is detailed in Section 4, followed by the experimental setup and evaluation metrics in Section 5. Section 6 presents 

the experimental results and in-depth analysis. The paper concludes in Section 7, summarizing contributions and 

proposing future research directions. 

2 RELATED WORK 

This section provides a comprehensive review of the existing literature on topic detection tasks in Arabic language. 

In addition to few-shot learning, including its definition, possible methodologies for implementation, and relevant 

studies that have used this methodology in text classification problems. 

2.1 Topic detection 

Topic detection (TD) is the process of categorizing text based on its content, and assigning it to one or more 

predefined categories. The goal is to automatically identify and extract the main topics discussed in a given 

text or document, allowing for effective textual data organization, retrieval, and analysis [10]. Reviewing the 



J. Electrical Systems 20-10s (2024): 549-563

551 

literature, numerous methodologies have been discovered that effectively facilitate the identification of topics 

through the utilization of SOTA machine and deep learning approaches. [11] propose a method named High 

Utility Pattern Mining (HUPM) that considers both frequency and utility techniques, to identify trending topics 

on Twitter. They define the utility of terms based on the growth rate in frequency and use HUPM to uncover 

clusters of phrases that are both often used and highly useful for a subset of tweets extracted from the Twitter 

stream using a time-based windowing technique. An effective data structure called a Topic-tree is also presented 

for use in post-processing to extract real topic patterns from the candidate topic patterns created by HUPM. [12] 

Propose a novel text-mining research framework using Neural Topic Embedding (NTE). This is the first technique 

that used NTE because it is capable of generating usable and interpretable representations of texts using deep 

neural networks. Specifically, they use topic modeling to provide meaning to deep-learning data representations. 

They conducted a preliminary assessment experiment on a testbed of fake review identification to illustrate the 

usefulness of their suggested framework, and their interpretable representations enhance the state-of-the-art by 

over 8% as measured by the F1 score. [13] Used Transformers in conjunction with an incremental community 

discovery technique to classify sports events. Their suggested model consists of many modules, including BERT, 

graph methods, and a multimodal named entity recognizer. This combination as a unique approach was termed a 

memory graph that leverages cognitive memorization in the human brain. When dealing with large amounts of 

social data, the modularity of their work makes it more applicable in real-world and corporate settings.  

[14] Proposed a Twitter topics detection system using Semantic Deep Forest (SDF), a topic categorization

technique that combines contextual Word2vec, WordNet, and Deep Forest. In addition, they performed in-depth

parameter sensitivity analysis to optimize the SDF parameters for their Tweet topic categorization job.

On the other hand, Arabic topic detection plays a vital role in understanding textual content in the vast and 

diverse Arabic language domain. Researchers have explored various techniques and methodologies to 

tackle the challenges posed by Arabic texts, including morphological complexity, dialectal variations, and 

limited labeled datasets. In recent years, several studies have contributed significantly to advancing the 

field of Arabic topic detection. 

[15] The authors conducted a comparative study on the categorization of Arabic text. A dataset including

2700 Arabic articles was acquired, encompassing a diverse range of classes, each representing a distinct

article type. This study included five conventional text classification algorithms. Additionally, the texts were

subjected to preprocessing procedures involving stemming and cleaning methodologies. The findings of the

study indicate that the Support Vector Machine (SVM) classifier had superior performance compared to the

other classifiers.

In [16] the researchers opted to employ word and document embedding techniques as opposed to depending 

on pre-processing and word-counting representations for the purpose of identifying Arabic articles. The 

research demonstrated that the utilization of Doc2Vec for the purpose of learning and incorporating word 

vectors resulted in superior performance compared to conventional text pre-processing techniques. [17] 

Proposed a methodology for classifying Arabic tweets by employing ensemble learning techniques. The 

dataset includes 500 tweets, evenly distributed among five distinct categories. The classification process 

was executed with three classifiers: Sequential Minimal Optimization (SMO), Naive Bayes (NB), and J48. 

The researchers employed individual classifiers, in addition to ensemble learning techniques. Three 

approaches, namely bagging, boosting, and stacking, were employed for ensemble learning in each 

classifier. The findings indicated that the utilization of ensemble methods resulted in enhanced accuracy 

for each individual classifier.  

[18] Conducted research on the classification of Arabic tweets utilizing two distinct deep learning methods,

namely CNN and RNN. The researchers obtained a dataset of 160,870 Arabic tweets by utilizing the Twitter

API. The dataset has been categorized into eight distinct classes. The performance of the deep learning

models exhibited minimal differences. The researchers documented an accuracy rate of 90.1%.

Additionally, they observed macro-F1 performance scores of 92.71%, 92.86%, and 92.95% while

employing CNN, RNN-LSTM, and RNN-GRU models, respectively. [19] Performed an evaluation on the

classification of Arabic titles of thesis and dissertations. They employed three commonly used Naive Bayes

(NB) classifiers, namely Multinomial Naive Bayes (MNB), Gaussian Naive Bayes (GNB), and
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Complemented Naive Bayes (CNB). The writers have gathered a total of 7500 titles encompassing ten 

distinct areas of study. The researchers documented their highest achievement as an F1 score of 84% while 

employing the CNB classifier. The accuracy rates for the remaining two classifiers were 81% for 

Multinomial Naive Bayes (MNB) and 76% for Gaussian Naive Bayes (GNB). All three classifiers achieved 

comparable performance in both the Geography and Legislation tasks, with an F1 score of 90%. The 

performance of the MNB classifier was subpar in the domain of linguistic analysis, as it achieved an F1 

score below 40%. [10] Investigate the effect of a feature-selection method and an artificial summarization 

method for topic detection on Arabic articles by employing Vector Space Model (VSM). According to their 

findings, the system performs better than other automated summarization to cut down on distracting details 

and improve topic recognition. [20] Proposed an effective approach for categorizing online Arabic news 

into its appropriate topic. The suggested system employs a variety of natural language processing 

techniques as well as numerous categorization approaches. The experimental findings reveal that using 

Information Gain (IG) as a feature selection strategy in conjunction with the Naive Bayes algorithm delivers 

the highest accuracy in solving the topic recognition issue for online Arabic news. [7] Employs a 

discriminative multi-nominal Naive Bayes (DMNB) classifier and frequency transform to present an 

effective strategy for Arabic text classification and topic detection. The proposed method consists of three 

major steps: Arabic text preprocessing, feature extraction and normalization, and classification. They 

employ a dataset consisting of 1500 Arabic documents drawn from the Arabic articles corpus and arranged 

into 5 distinct categories to test the effectiveness of the proposed method. The findings demonstrate that 

the proposed approach outperforms state-of-the-art approaches in a comparable manner. [21] Aim to test 

BERTopic with a variety of Arabic language model embeddings and evaluate its performance in comparison to 

LDA and Non-Negative Matrix Factorization (NMF). To test the efficiency of topic modeling, they employed 

the Normalized Pointwise Mutual Information (NPMI) metric. When compared to NMF and LDA, 

BERTopic produced superior outcomes overall. Table 1 summarizes these relevant studies on Arabic topic 

detection. The majority of prior research has been concentrated on feature extraction methodologies or the 

development of classifiers that integrate multiple models, leveraging extensively annotated training 

datasets. This poses a difficulty in languages with limited resources such as Arabic language, or in fields 

with a scarcity of annotated data. Unlike previously reviewed works, in this study, we approach the Arabic 

topic detection problem from a novel standpoint and present a model that exhibits high accuracy in 

categorizing topics within short Arabic texts, even in the absence of sufficient labelled samples. Our 

proposed model achieves state-of-the-art performance on three distinct datasets. 

Table 1 Summary of Related Work for Arabic Topic Detection 

Reference 
Classification 

Model/Method 

Dataset characteristics 

Name Type # Topics 

[10] VSM Collected from the Arabic 

online newspaper Al-Wattan  

Documents 6 

[15] SVM, KNN, NB, DT 

and Decision Table 

‘Arabic articles’ collected by 

Diab Abu Aiadh 

Documents 9 

[16] Doc2Vec with SVM OSAC Documents 10 

[17] SMO, NB, J48 Manually collected Tweets 5 

[20] IG and NB OSAC Documents 10 

[7] DMNB ‘Arabic articles’ corpus 

collected by Diab Abu Aiadh 

Documents 5 

[18] CNN, RNN Manually collected Tweets 8 

[19] MNB,GNB,CNB 

 

Manually collected Thesis titles 10 

[21] BERTopic DSAC Documents 5 
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2.2 Few-shot learning 

Few-shot learning (FSL) is a machine learning technique that aims to resolve classification or regression 

problems with a small number of training samples. Unlike standard supervised learning, which requires a 

large quantity of labelled data to train a model, few-shot learning focuses on developing models that can 

generalize and forecast based on a few or even one training sample [9]. The goal of few-shot learning is not 

to teach a model to assemble individual samples from a training set, but rather to teach the model to "learn 

to learn" and recognize similarities and differences across inputs [9]. The training data in a few-shot learning 

scenario does not have to comprise samples from all potential prediction classes. A model, for example, can 

be trained on images of tigers, bunnies, and monkeys before being evaluated on images of cats that were not 

seen during training. Despite the fact that the model was not specifically trained on cats, it can recognize that 

these new photos are comparable and belong to the same category based on the learned concept of 

recognizing similarities and differences [22]. A support set and a query set are used in the few-shot learning 

setting during the meta-training and meta-testing phases. In meta-testing the support set is made up of a 

limited number of classes, each with few samples. Even though these classes were not part of the training 

set, this support set gives additional information to the model during the testing phase. The query set contains 

examples from previously unknown classes, which the model compares to the support set to detect unseen 

class labels [22]. Terminologies used in few-shot learning include the "k-way n-shot", where "k" represents 

the number of classes in the support set and "n" represents the number of samples per class. For instance, a 

3-way 2-shot support set would have two examples from each of the three categories. The accuracy of the 

model's predictions is sensitive to the values of k and n. The model learns a similarity function between query 

samples and support set samples from several instances within a few sets of related classes, therefore 

increasing "n" may enhance accuracy while increasing "k" may lower it [23]. 

Few-shot learning approaches are classified into various types including the following:  

• The transfer learning approach: transfer learning is a well-known technique in few-shot learning that 

employs knowledge from a source domain with abundant labelled data to enhance the performance of a 

target domain with limited labelled data. In the context of few-shot learning, transfer learning entails pre-

training a model on a large dataset and then fine-tuning it using the limited labelled data available for the 

few-shot task. By leveraging pre-trained knowledge, the model is able to capture general features and 

representations that are applicable across tasks and domains, thereby enhancing its ability to generalize to 

new classes or samples with limited labelled examples [24]. 

• The metric learning approach: in few-shot learning, the metric learning strategy focuses on learning a 

distance metric or similarity measure between samples to evaluate their similarity or dissimilarity [25]. This 

method seeks to allow for effective comparison of query samples with the few labelled instances that are 

available (i.e., learning to compare). Several metric-based approaches have been proposed in few-shot 

learning such as the following: 

o Siamese networks: in Siamese networks, embeddings for pairs of samples are learned by training a 

network with weights that are the same for both instances. The goal of the network is to reduce the 

distance between samples that are alike and increase the distance between samples that are different. This 

lets the network learn a space where samples that are similar are close together and samples that are 

different are farther apart [26]. 

o Matching networks: use an attention mechanism to weigh the contribution of each labeled example to 

the classification decision for new examples. The attention mechanism is learned based on a few labeled 

examples from each class, which enables the model to generalize to new tasks with minimal labeled data 

[27]. 

o Prototypical networks: is a popular metric-based few-shot learning technique that uses a distance 

metric to classify new examples based on their similarity to prototype examples. Prototypes are 

generated by computing the mean of the embedding vectors of a few labeled examples in each class. 

The model then assigns the test example to the class with the nearest prototype [28]. 
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Table 2 Prototypical Networks in FSL [29] 

 

 

o Relation networks: learn to assess the class link between pairs of samples by comparing them. They 

combine these embeddings and run them through several neural network layers to represent the 

relationship between a query sample and a support set. The output produced is utilized to forecast the 

query sample's class label [26]. 

• The Augmentation approach: this technique involves creating additional training instances by using 

various data augmentation approaches to the current labelled data. By enhancing the variety of the training 

set, this supplemented data helps to alleviate the problem of a few labelled samples. Augmentation methods 

such as random cropping, flipping, rotation, or adding noise can be used to produce variations of previously 

labelled data, allowing the model to generalize better to previously unseen examples [9]. 

• Meta-learning approach: often known as learning to learn, seeks to teach models how to adapt fast to new 

tasks or domains while having insufficient labelled data. Meta-learning methods are often used to train a 

model on a number of tasks, each having its own information and evaluation sets. With only a few labelled 

instances, the model learns to extract task-specific information and generalize from prior tasks to new ones 

[30]. 

2.2.1 Few-shot Learning-based Text Classification  

Recently, a number of studies have emerged that expressly address the challenges associated with few-shot 

text classification difficulties. [31] Claimed that the choice of an ideal meta-model could differ depending 

on the specific FSL tasks at hand. To address this, they utilized a multi-metric model, which involved 

clustering the meta-tasks into distinct clusters with predefined characteristics. [32] Proposed a few-shot text 

classification model specifically designed for multi-label text classification tasks with a pre-existing label 

space structure. [33] Proposed a framework for brief text categorization based on Siamese Convolutional 

Neural Networks (CNNs) and few-shot learning. Siamese CNNs will learn discriminative text encoding to 

assist classifiers in distinguishing obscure or informal sentences. The various phrase forms and subject 

descriptions are treated as ‘prototypes’ that will be learned using a few-shot learning technique to improve 

the classifier’s generalization. [34] Suggests the Label Semantic Augmented Meta-Learner (LaSAML) 

architecture to demonstrate how class label information may be used to derive more distinct feature 

representations of the input text from a pre-trained language model like BERT and can improve performance 

when the samples are limited. The authors show that this framework may be integrated into the current few-

shot text classification system and they perform numerous trials on the LaSAML-upgraded few-shot text 

classification system which noticeably performs better than its predecessors. On the other hand, [35] Had 

explored certain limitations for the transformer models that produce a class distribution for a specific 

prediction task and have a linear layer on top. They proposed a new technique of text classification through 

the factorization of arbitrary classification tasks into a general binary classification problem, it imbues the 

transformer model with the idea of the task at hand. The authors demonstrated experiments in few-shot and 

zero-shot learning that demonstrate how their method significantly outperforms earlier methods on limited 

training data and can even learn to predict new classes with no training instances at all. [36] Discussed that 

label names for text categorization tasks include important information. This data has been used by label 

semantic-aware algorithms to enhance text classification performance during prediction and fine-tuning. 

However, there hasn't been much research done on the application of label semantics during pre-training. 

Therefore, in order to enhance the generalization and data efficiency of text classification systems, the study 
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suggests Label Semantic Aware Pre-training (LSAP). By conducting secondary pre-training on labelled 

sentences from a range of domains, LSAP combines label semantics into pre-trained generative models. 

They design a filtering and labelling pipeline to quickly create sentence-label pairs from unlabeled text since 

domain-broad pre-training necessitates a vast quantity of data. The authors do studies on topic classification 

(AG News, Yahoo! Answers) and intent (ATIS, Snips, TOPv2). When it comes to few-shot text 

classification, LSAP surpasses state-of-the-art algorithms in terms of quality while retaining high-resource 

environments. 

3 PRELIMINARIES 

Meta-learning: Recently, in the context of NLP, the problem of zero-shot and few-shot learning has been 

proposed utilizing meta-learning [37], [38]. Meta-learning, often known as learning-to-learn, seeks to learn 

models how to adapt fast to new tasks or domains while having insufficient labelled data. Meta-learning methods 

are often used to train a model on a number of tasks, each having its own information and evaluation sets. With 

only a few labelled instances, the model learns to extract task-specific information and generalize from prior tasks 

to new ones. This enables the model to quickly adapt to new few-shot tasks and generate accurate predictions 

[30]. Consider the following scenario, where we are provided with a set of annotated instances belonging to a 

collection of classes denoted as {D}, our objective is to construct a model that can gain knowledge from this 

training dataset. This information will enable us to generate predictions for new classes, which are similar to the 

original classes but have limited samples available. The newly introduced classes are part of a distinct collection 

of classes, denoted as {Dtest}, which does not overlap with {Dtrain} classes. During the process of meta-learning, 

we replicate this particular scenario in the meta-training phase, enabling our model to acquire the ability to rapidly 

acquire knowledge from a limited number of annotations. In order to generate a single meta-training episode, we 

apply episodic learning. 

Episodic learning: In the context of FSL the episodic N-way, K-shot classification is a common process. A 

numerous influential meta-learning studies (e.g., [39]–[41]) have highlighted the significance of structuring 

training data into episodes. These episodes consist of learning tasks that include a restricted quantity of "training" 

instances (known as the support set) and "testing" instances (known as the query set). Each episode aims to 

replicate the test-time conditions seen in few-shot learning benchmark tasks by subsampling both classes and data 

points, therefore it enhances the model’s ability to generalize well in a new test dataset. During meta-training, we 

are considering a distribution ɛ̂ over potential subsets of classes that is as similar as feasible to the one encountered 

during evaluation ɛ. While ensuring that the sets of classes seen during training and evaluation are mutually 

exclusive as suggested by [40]. The episodic batch BE, denoted as BE = {S, Q}, performs the model meta-tasks 

and it is generated by a two-step process. Firstly, a subset of classes Dtrain is sampled from the set ɛ̂. Secondly, an 

input texts are sampled to form the support set S and query set Q from the set of texts that have classes in Dtrain. 

The support set S is defined as S = {(x1, y1), ..., (xn, yn)} and the query set Q is defined as Q = {(x1, y1), ..., (xm, 

ym)}, where each pair represents a text with its corresponding class and yn,m = c from the subset classes in Dtrain. 

The model is updated during meta-training by considering the loss incurred across the testing dataset Q. It is 

important to mention that the model may be trained on a vast number of meta tasks, resulting in a significant 

challenge against overfitting. For instance, if a dataset has 15 training classes, this results in a total of (15
10

) =

3,003 potential 10-way tasks. The construction of support and query sets ensures that they include all the classes 

inside the set Dtrain, and each class is represented by a specified number of samples, referred to as "shots". Hence, 

episodes are characterized by three variables: the cardinality of the set of classes denoted as n = |𝐷𝑐
𝑡𝑟𝑎𝑖𝑛| referred

to as "ways", the number of instances per class in the support set represented by k = |Sc| referred to as "shots", 

and the number of examples per class in the query set denoted as m = |Qc|. During the process of evaluation, the 

collection of elements {n, k, m} serves to establish the framework and parameters of the task. However, during 

the training phase, they may be seen as a collection of hyperparameters that govern the process of batch generation 

which needs to be carefully adjusted [42]. 
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4 METHODOLOGY 

This research proposes a modified Prototypical Network for the few-shot topic detection problem that uses a 

transformer BERT-based model (MARBERT) as a feature extractor. Our model consists of two main phases, 

Phase (1) Data Preprocessing, and Phase (2) Meta-training for topic detection in a few-shot setting as shown in 

Error! Reference source not found..  

Figure 1 The proposed BP-ASTD Framework 

Phase (1) – Data Preprocessing: The preprocessing phase involves cleaning and formatting the text data to ensure 

it is in an appropriate format for subsequent processing. Phase (2) – Topic detection in a few-shot setting utilizing 

MARBERT for feature extraction (Meta-training): In this phase the cleaned text resulting from the previous phase 

is split into a support set and query set in preparation for the random selection of samples (k) through multiple 

training episodes. For better feature representation and extraction, the transformer BERT-based language model 

(MARBERT) is used to encode the text data, resulting in a representation that is rich in semantic information [43]. 

The feature vector for the support set is then averaged to create multiple partitions (prototypes) in the prototypical 

network. Each prototype represents a class in the utilized dataset and has a centroid (r1, r2, r3…etc.) calculated 

as an averaged value of each embedding in the support set. During meta-training specified episodes, each encoded 

vector of the test data, i.e., query data is fed into a similarity function to measure the Euclidean distance between 

the sample vector and the centroid of each prototype. Where the shorter distance value –d (X, rc) means that this 

sample X belongs to the rc class prototype therefore assign this class as the predicted label for this sample. The 

algorithm for the proposed approach is given in Algorithm 1. 

Algorithm 1: Proposed Model BP-ASTD 

Input: (1) Meta-training set 𝐷𝑐
𝑡𝑟𝑎𝑖𝑛={(𝑥1, 𝑦1),...,( 𝑥𝑁,𝑦𝑁)}. (2) PLM encoder f with parameter θ.

1. for each Episodic batch do:

2. Generate a meta-task by randomly select ‘n’ number of classes associated with its ‘k’ samples to perform

the support set and query set {S, Q}.

3. for each xi in S do:

4: 𝑃𝑟𝑜𝑡𝑜𝑡𝑦𝑝𝑒(𝑟𝑐′) ← ProtoNets (𝑓𝜃(𝑥𝑖)) (where 𝒄′ is a set of all classes within the support set)

5:   end for 

6:   Loss ← 0      (initialize loss) 

7:   for each xj in Q do: 

8:      Predyc ← L2Distance (𝑓𝜃(𝑥𝑗), 𝑃𝑟𝑜𝑡𝑜𝑡𝑦𝑝𝑒 (𝑟𝑐′) )

9:      loss ← Compare (predyc , trueyc) 

10:    loss← loss + (
−1

|Q|
) . ∑ 𝑙𝑜𝑔 (

exp(−𝑑(𝑓θ(𝑥𝑗),𝑟𝑐))

∑ exp(−𝑑(𝑐′ 𝑓θ(𝑥𝑗),𝑟𝑐′))
)

(𝑥𝑗,𝑦𝑐)∈𝑄

      (Update loss) 

11:  end for 

12: end for 
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4.1 Pre-processing and Data Cleaning 

Preprocessing is the process of reducing the amount of characteristics in the text representation and eliminating 

noise from the text. It enhances the classifier's performance and improves the reliability and accuracy of the 

analysis results. Text preparation for the Arabic language encompasses many steps. First, we start with the 

elimination of symbols like as URLs, hashtags, mentions, retweets, and end-of-line indicators. In addition, The 

Python NLTK (Natural Language Toolkit) library was used to eliminate Arabic stop words. Special characters 

like dashes and quotation marks, non-alphanumeric characters, Latin characters, and digits are also replaced 

with spaces or empty strings. Moreover, diacritical marks or vowel signs were removed to simplify the text. 

Speech effects, such as the repetition of a single letter many times (e.g., "ممتااااااز"), are often seen in social media 

postings. These effects serve the primary purpose of emphasizing certain words or phrases. By eliminating 

additional characters, a unified version of the word may be obtained. Consequently, variations such as "ممتاااز" 

and "ممتاااااااااااز" will be transformed into "ممتاز". Tokenization is the subsequent stage in the  cleaning process. The 

process of lexical analysis involves the segmentation of a series of strings into tokens, such as words, phrases, or 

other linguistic units. 

4.2 Feature Extraction and Meta-training 

In our framework, we followed the prototypical networks proposed by Snell [29] that apply a CNN as a text 

encoder. However, in our methodology, we substituted the encoder with the transformer BERT-based model 

(MARBERT). Based on the experimental results, it has been observed that it outperforms other models when used 

in conjunction with prototypical networks. In addition to its ability to predict missing words in sentences by 

considering the words' context from both the left and right sides of a word. Therefore, enables it to understand 

nuances and ambiguities in Arabic language specifically and extract contextualized embeddings from input texts. 

Thus, our model consists of a meta-learner that is composed of two main components: an encoder network denoted 

as f with learnable parameters θ (MARBERT), and a non-parametric classifier (Prototypical networks) based on 

distance measurements (i.e., Euclidean distance). Prototypical networks have been seen to possess a higher degree 

of simplicity and efficiency when compared to more contemporary meta-learning algorithms. As a result, they 

have garnered significant interest as a viable technique for few-shot and zero-shot learning tasks [80]. During 

meta-training phase, the embedding function fθ is provided with random instances from the support set to generate 

class partitions, also known as prototypes. A prototype (r) is calculated for each class (c) by taking the average 

embedding of the samples from the support set that corresponds to that class, computed as follows:  

𝑟𝑐 =
1

|𝑆𝑐|
 ∑ 𝑓θ (𝑥𝑖)

(𝑥𝑖,𝑦𝑐) ∈ 𝑆𝑐

 

Where the pair (xi, yc) represent an instance associated with its label belonging to the support set of a certain class 

c, and |Sc| refers to the total number of instances per that class. In the context of few-shot classification, the purpose 

of the support set is to facilitate the learning process, while the query set is used for inference. The objective is to 

identify the class of the queries based on the labeled supports. Considering the distance function, the 

nonparametric learner generates a probability distribution across all classes (c’) for a given query point (xj) by 

using a softmax function that operates on the distances between the query point and the prototypes in the 

embedding space. 

𝑝 (𝑦 = 𝑐|𝑥𝑗) =  
exp(−𝑑(𝑓θ(𝑥𝑗) , 𝑟𝑐))

∑ exp(−𝑑(𝑐′ 𝑓θ(𝑥𝑗), 𝑟𝑐′))
 

Where −d(f(xj), rc) represents the squared Euclidean distance metric, which measures the distance between query 

samples embeddings and each prototype centroid. Therefore, the closeness of that sample to the center of a class 

c is indicative of its likelihood of belonging to that class. To proceed in the learning process, we compute the loss 

after predicting the classes for each query point by minimizing the negative logarithm of the probability of the 

correct class on each training episode, as follows:   

J =  − 𝑙𝑜𝑔 𝑝𝜃  (𝑦 = 𝑐|𝑥𝑗) 
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𝐽 = (
−1

|Q|
) . ∑ 𝑙𝑜𝑔 (

exp(−𝑑(𝑓θ(𝑥𝑗) , 𝑟𝑐))

∑ exp(−𝑑(𝑐′ 𝑓θ(𝑥𝑗), 𝑟𝑐′))
)

(𝑥𝑗,𝑦𝑗)∈𝑄

 

Where 𝑐′ is an index that iterates across all classes, therefore, this loss is used to train the encoder network weights 

θ using backpropagation. 

5 EXPERIMENT 

In this study, the objective was to assess the efficacy of Arabic short-text topic detection within the context of 

few-shot learning. In order to achieve this objective, we conducted experiments using three distinct datasets in 

Arabic language short-text: SemEval [44], ASND and AITD [45].  

5.1 DATASETS 

• SemEval [44]: Semeval 2017 gold dataset offering a wide variety of Arabic language-related topics. 

Originally the dataset consisted of 34 distinct topics, covering a wide range of subjects including 

countries, sports, technology, personalities and others. Some topics were labeled differently although 

they belong to the same category for example (سورية, سوريا) both refer to Syria with different letters 

formation, thus we combined tweets of such cases to enable generating a proper dataset for the few-

shot learning approach. So, the overall topics in this dataset are reduced to 31. The range of diverse 

topics allowed us to assess the effectiveness as well as durability of our model across a variety of 

domains. In our experiment, the dataset was partitioned into three distinct subsets approximately 50% 

training, 20% validation, and 30% testing. 

Table 3 Topics Splits for SemEval Training, Validation and Testing dataset 

Training Validation Testing 

Topics  #Tweets Topics #Tweets Topics  #Tweets 

Israel 

Iran 

Erdogan 

Terrorism 

Islam 

Obama 

Donald Trump 

Ramadan 

Sissi 

Gucci 

Federer 

Messi 

Beyoncé 

Google 

ISIS 

63 

63 

58 

96 

74 

57 

55 

64 

69 

56 

80 

69 

68 

78 

93 

Apple 

Android 

Harry Potter 

Hillary Clinton 

iPhone 

Justin Bieber 

51 

44 

53 

43 

46 

48 

Saudi Arabia 

Iraq 

Amazon 

Windows10 

Real Madrid 

Syria 

Bashar al-Assad 

Barcelona 

Pokemon 

Aleppo 

36 

25 

35 

32 

28 

32 

40 

25 

34 

24 

 

• Arabic Social Media News Dataset (ASND) [45]: ASND is a comprehensive collection of Arabic social 

media posts, it includes data from the official YouTube, Facebook, and Twitter accounts of Aljazeera News 

Channel spanning from February 2017 to September 2019. The dataset consisted of around 6,000 tweets, 

2,000 Facebook posts, and 2,000 YouTube video titles. The annotation assignment was conducted via the 

services of Amazon Mechanical Turk, with the involvement of 12 predetermined categories. During the 

experiment, three distinct subsets were generated from the dataset. 50%, 17%, and 33% for training, 

validation, and testing respectively. 
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Table 4 Topics Splits for ASND Training, Validation, and Testing Dataset 

Training Validation Testing 

Topics  #Samples Topics  #Samples Topics  #Samples 

Art-And-Entertainment 

Human-Rights-Press 

Freedom 

Crime-War-Conflict 

Others 

Politics 

Sports 

431 

421 

 

1,112 

966 

4,234 

239 

Science-and- 

technology 

Business-and-

economy 

216 

 

202 

Health 

Education 

Environment 

Spiritual 

196 

81 

152 

96 

 

• Arabic Influencer Twitter Dataset (AITD) [45]: AITD is a dataset compiled from important Arabic 

Twitter accounts. In this dataset, a field professional identified 60 prominent Arab Twitter influencers, each 

of whom focuses predominantly on specific content categories. Twitter API was used to retrieve the most 

recent 3,200 messages from each account, resulting in 10 distinct categories with 115,692 Arabic tweets. In 

the conducted experiment, 20% of the dataset was dedicated for validation, while 40% was specifically 

designated for training, and the other 40% was reserved for testing.  

Table 5 Topics Splits for AITD Training, Validation, and Testing Dataset 

Training Validation Testing 

Topics #Samples Topics #Samples Topics #Samples 

Spiritual 

Human-Rights-Press 

Freedom 

Business-and-economy 

Sports 

21,128 

18,518 

10,049 

16,777 

Health 

Art-and-

entertainment 

9,456 

 

6,247 

Politics 

Education 

Science-and-

technology 

Environment 

9,369 

498 

4,936 

 

5,010 

 

5.2 IMPLEMENTATION DETAILS  

As previously mentioned, we apply a metric-based nonparametric approach, prototypical networks (PN). 

According to Snell, Swersky, and Zemel (2017), it is recommended to maintain an equal number of shots 

“k” during meta-training and meta-testing phases. Thus, we choose 1,5 and 10 shots in all our experiments 

for the number of samples in support sets. However, regarding the query set; [46] suggests that Q is typically 

determined by the user and encompasses a range of 5 to 15 samples per class. Therefore, we retained 5 

samples for query sets in all experiments. As per Snell, Swersky, and Zemel (2017), using a greater number 

of classes “n”, or a higher way, during training episodes offers distinct benefits compared to utilizing fewer 

classes, as it enhances the network's ability to generalize. This is because it compels the model to make more 

precise judgments in the embedding space, resulting in improved performance. Consequently, in 1-shot, 5-

shot, and 10-shot scenarios the training, validation, and testing splits of classes respectively were (15, 6, 10) 

for SemEval dataset, (6, 2, 4) for ASND, and (4, 2, 4) for AITD. It is worth noting that all these splits contain 

disjoint classes. The MARBERT encoder was used as a text encoder for both support and query samples, 

and it was trained using ADAM optimizer [47], with a learning rate of 2x10-5 and a batch size of 1. To avoid 

overfitting, every 10 episodes, the learning rate was reduced by a decay weight equal to 0.01 and continue 

training until the validation loss ceased to show any further improvement. In all our scenarios the training, 

validation, and testing episodes were randomly sampled as 245,10,100 for SemEval, 300, 20, 250 for ASND, 

and 500, 30, 150 for AITD. During meta-training phase, the model was meta-validated at intervals of 10 to 

30 tasks, and the optimal model was retained based on its performance on the split meta-validation dataset, 

we used the checkpoint to save the best model. Following meta-training, tasks selected from the meta-testing 

split were used to meta-test the final model. 
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6 RESULTS AND DISCUSSION 

This section presents a detailed explanation of the results achieved on the benchmark datasets using our proposed 

approach (BP-ASTD) along with a comparative analysis of several baseline models including MARBERT, 

ArBERT, BiLSTM, CNN, SVM, NB, KNN, and DT. The selection of these algorithms was based on their 

effectiveness in the domain of Arabic topic detection over the past ten years [3]. In addition, we compare our 

results to a meta-learning baseline, the original prototypical networks introduced [29]. The assessment of the 

model performance in all three datasets was performed on a new test set with novel classes unseen during the 

training of the model, it involves the identification of class prototypes derived from the support set embeddings 

of this test set. Subsequently, the class labels of the query point embeddings are predicted via the use of the 

distance function and a hard classification. The accuracy of the predicted class output is evaluated by comparing 

it to the real labels of the query points. Since model performance can be sensitive to the number of examples 

selected for training k, we report the average accuracy of 10 experiments. The results of our model performance 

are shown in Table 6, and to the best of our knowledge, they currently represent the most advanced 

achievements on these datasets, utilizing only a few examples and new unseen classes. In terms of 10-shot 

classification, our model clearly outperforms the original PN introduced in[29]. 

Table 6 Results of BP-ASTD on SemEval, ASND, and AITD datasets based on novel testing dataset with 

unseen classes during training of the model 

   Dataset  

                                  

Model 
 

SemEval 

10-way Acc. 

ASND 

4-way Acc. 

AITD 

4-way Acc. 

Our (BP-ASTD) 

1-shot 67.6% 55.6% 58.6% 

5-shot 80.5% 74.3% 79.3% 

10-shot 86.2% 80.8% 93.4% 

PN    10-shot 84.3% 76.5% 89.2% 

Moreover, we observed that as the number of k (shots) increases, there is an average increase in accuracy around 

20% for k = 1 to k=10 across all datasets as illustrated in Figure 2.  

 

Figure 2 Sensitivity analysis to the number of shots k ∈ {1,5,10} on utilized datasets    

In contrast, when comparing to the baseline models the empirical findings shown in Table 7 clearly illustrate that 

these models perform well due to their traditional ways of utilizing a large quantity of examples for training, and 

assessing the model considering classes that have been previously observed. However, our model demonstrates 

superior generalization capabilities when applied to unseen classes and using only a few examples.  
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Table 7 Accuracy of baseline models on SemEval, ASND, and AITD datasets 

   Dataset  

                                  

Model 
 SemEval ASND AITD 

MARBERT 92.1% 78.6% 93.9% 

BiLSTM 91.9% 68.2% 88.1% 

CNN 90.8% 77.3% 92.3% 

ArBERT 91.9% 75.2% 91.2% 

SVM 87.3% 75.8% 92.3% 

NB 76.7% 70.4% 92.5% 

KNN 83.9% 66.4% 80.2% 

DT 85.7% 62.3% 82.4% 

Moreover, according to [24], the prediction accuracy of a model can be influenced by the number of ways n in 

the support set. Specifically, when n is increased, the accuracy of the model's predictions tends to decrease. 

Consequently, we performed a number of experiments on SemEval dataset with n ∈ {3,7,10}. Comparing the 

results of these experiments proves that the selection of the number of n strongly affects the model performance 

as represented in Figure 3, where the best result was achieved in 3-way classification setting. Nevertheless, 7-way 

and 10-way classification accuracy caused a clear degradation in model performance by approximately 8% and 

10% in the 10-shot experiment, as shown in Table 8. 

Table 8 Few-shot Classification Accuracies on SemEval with n ∈ {3,7}.   

3-way Acc. 7-way Acc. 

1-shot 10-shot 1-shot 10-shot 

85.5% 96.4% 74.3% 88.8% 

 

 

Figure 3 Sensitivity analysis to the number of ways n ∈ {3,7,10} on SemEval dataset 

7 CONCLUSION AND FUTURE WORK 

This work presents an effective approach for the automated identification of topics in online Arabic short text. 

The proposed model offers a practical solution for current social media applications seeking to efficiently classify 

their content, and it is suitable in real-time scenarios where limited data is available for training. The model 

employs a transformer-based model called MARBERT, which effectively extracts contextualized embeddings for 

the Arabic language and recognizes complex patterns. In conjunction with the Prototypical meta-learning 

framework, this model has strong generalization capabilities in the recognition of previously unexplored classes. 

As demonstrated by the experimental results, the model achieves competitive results compared to several baseline 

models using only a few examples as 1,5, and 10 to train a classifier that is capable of generalizing well to novel 

unseen classes. In our prospective research, we aim to explore the application of the model in the domain of Arabic 

text document classification in addition to including other languages such as English. 
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