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Abstract: - The principal objective is to assess the properties of a three-state hidden Markov model (HMM) over an 11,151-day historical 

gold price series. To find such a forecast, the gold price data are split into training and test samples, with the test subset containing current 

values for a 453-day period. Long short-term memory (LSTM), seasonal autoregressive integrated moving average (SARIMA), and gated 
recurrent units (GRUs) were the methods used to analyze the data. SARIMA, our reference model, handles the linear portion of time-series 

forecasts. The use of HMMs involves a wide range of topics, such as probability estimation, simulation using random number generators, 

estimation, and parametric characterization. LSTMs and GRUs are designed with a few internal gates to determine which of our time-series 
data is critical for keeping or discarding when solving short-term memory problems. The most important objective is to identify a high 

performer by utilizing performance metrics such as the root mean square error (RMSE) and mean absolute error (MAE). The outcomes were 

compared across methods using both quantitative and graphical presentations. 

Keywords: Machine learning, forecasts, short-term memory, transition probability, posterior probability. 

I.  INTRODUCTION 

Due to the clear interest of many large organizations, stock market prediction has been one of the most active study 

fields in the past. Different machine learning algorithms have been used in the past, with differing levels of success. 

However, because stock data is uncertain, seasonal, and non-stationary, stock forecasting is still highly constrained. 

Since projections based only on historical stock data are subject to various outlier influences, this task becomes 

considerably more difficult. 

A. Review of Literature  

Numerous scholarly publications address the statistical analysis of sequential data or time series modelling. The 

readers can find details pertaining to autoregressive integrated moving average  (ARIMA), and SARIMA model 

fitting aspects in [1],  [2] and [3].  

An approach to the economic analysis of nonstationary time series was first introduced by  [4].  He proposed a 

very tractable approach to modelling changes in regime as the outcome of a hidden discrete-state Markov process. 

In addition, the econometrician presented an algorithm for drawing such estimation of population parameters by 

the method of maximum likelihood and provides the foundation for forecasting future values of the series, [5]  

 Value-at-Risk was assessed by [6] using a "Recurrent Neural Network (RNN)". How to comprehend and enhance 

early stopping for learning with noisy labels in time series forecasting techniques was covered by [7]. For, how 

RNN learns the smoothing coefficients in addition to predicting the time series sequence and its predictive 

intervals (PI), see  [8]. 

[9] has published a tutorial on hidden Markov models with a few applications in speech recognition. [10]  created 

Hidden Markov Models for speech Recognition. [11] discussed several types of hidden Markov models for 

discrete valued spaces for both observable and latent processes. [12] focused on biological sequential analysis 

using probabilistic models. [13] wrote an introduction to hidden Markov models and Bayesian networks and their 

applications to real world problems. [14] investigated the switching pattern of subscribers of telecom sector of 

India. [15] studied the primary factors influencing the brand switching in cellular industry. 

(Tanaka, 2017) considered a semi-observable discrete-time Markov decision process with partial discounted 

payoff, where he integrated hidden Markov models based on unobservable states and the impact of decisions 

over time. (Abbasimehr and Shabani, 2021) used clustering algorithms, then time series forecasting techniques 
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are used to predict the behaviour of each segment.   [16] have constructed a statistical model is to capture and 

quantify the relationships between the attitudes of the consumers. The statistical model used for the estimating 

the optimum possible sequence probabilities in repeat purchase and switching behaviour.  

[17] and [18] pointed out that insufficient or excessive rain can cause great damage to the crops, and the 

environment.  The artificial intelligence is an alternative predictive method which  is not limited by the assumption 

of linearity, for such details refer to [19]  [20], [21], [22], [3] and [2]. 

Another technique that has been widely used to model time series data is higher-order Markov model (HOMM) 

or HOMM-Fuzzy model based on Fuzzy set theory introduced by [23]. Markov models related to inventory 

systems, control charts, and forecasting methods, can be found in [24], [25] and  [26] 

[27] introduced time-varying and time-invariant fuzzy time series (FTS) models for forecasting. [28] [29], Chen 

and Chung [30],Ching et al.  [31], [32] , [33],  and [34] extended the FTS method to higher-order fuzzy time series 

for improving the forecasting accuracy of the technique.  

[35] investigated climate change and obtained forecasts for rainfall patterns in the Manga-Bawku area of Ghana.  

[36] used ‘Effective interval models’ of fuzzy time series for forecasting. A special feature of FTS is that the 

sharing of the conversation universe, say U, has become one of the most important factors in any FTS application, 

see  [37].  

[38], [39] proposed a Markov chain (MC) model and according to the order they developed a unique parameter 

estimation method based on linear programming to achieve their goals.  

[40] proposed neural network forecasting accuracy for various time series datasets.  

B. Sectional organization 

Section 2 covers the basic theoretical components of ARIMA models. Then capacity of HMMs to analyse and 

forecast time-based events, state emission probability distribution, and starting probability vector is further 

described. Furthermore, a few distinct subsets of state space models (SSMs) are shown, including recurrent neural 

networks (RNN), LSTM, and GRU models. The findings attributed to SARIMA on daily gold prices are 

summarized in Section 3. Then, it also focuses on the HMM model for estimating out-of-time forecasts and 

discusses how it may be applied to capture non-linear dynamics and emulate an underlying system. A few findings 

from the examination of gold price data produced by the LSTM and GRU models are presented in this section. 

Section 4 provides a summary of the findings as well as some areas for further research. 

II. THEORETICAL BACKGROUNDS OF ARIMA, HMM, LSTM AND GRU MODELS  

A stationary time series ARIMA forecasting model is a linear (i.e., regression-type) equation where the predictors 

consist of lags of the dependent variable and/or lags of the forecast errors. 

The general ARIMA (p, d, q) model for time series {𝑦𝑡 , t ∈ Z} with the backward shift operator B, i.e.,  𝐵𝑗  𝑦𝑡 =

𝑦𝑡−𝑗 ,  𝑎𝑛𝑑 white noise 𝜀𝑡 : 

(1 − ∑ 𝜑𝑖

𝑝

𝑖=1

  𝐵𝑖) (1 − 𝐵)𝑑  𝑦𝑡  = (1 + ∑ 𝜃𝑖

𝑞

𝑖=1

  𝐵𝑖) 𝜖𝑡 

 

( 1) 

φi are the auto regressive (AR) parameters, d is the number of nonseasonal differences needed for stationarity, and 

θi    denote the moving average (MA) parameters respectively. 

The auto regressive moving average i.e., ARMA (p, q) model results from setting the time lag d=0 in ARIMA (p d 

q) to remove the trend and make the original time series stationary.A seasonal ARIMA (p, d, q) (P, D, Q) i.e., 

SARIMA, model for time series {𝑦𝑡 , t ∈ Z} can be written as in Error! Reference source not found.: 

(1 − ∑ 𝜑𝑖

𝑝

𝑖=1

  𝐵𝑖) (1 − ∑ ∅𝑖

𝑃

𝑖=1

  𝐵𝑖𝑚) (1 − 𝐵)𝑑 (1 − 𝐵𝑚)𝑑   𝑦𝑡  
 

( 2) 
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= (1 + ∑ 𝜃𝑖

𝑝

𝑖=1

  𝐵𝑖) (1 + ∑ 𝜗𝑖

𝑃

𝑖=1

  𝐵𝑖𝑚)𝜖𝑡 

where m is the length of the seasonal period, 𝜑𝑖 and 𝛷𝑖 are the AR parameters of non-seasonal and seasonal parts, 

respectively, while   𝜃𝑖 and 𝜗𝑖    denote the MA parameters of non-seasonal and seasonal parts ‘m’ in that order. 

The Box-Jenkins modelling begins with the assumption that the time series can be approximated by an ARIMA 

model if the series is non-stationary.  

A. HMMs can predict and analyse time-based phenomena, how? 

The States Spaces Models (SSMs) are traditionally used to model a dynamic system via state variables that 

constitute a subset of linear invariant (or stationary) portion of the dynamic system. Deterministic versions of 

SSMs (e.g. LSTMs) proved extremely successful in modelling complex time series data. SSMs can describe a 

system with input ut and output yt in terms of a latent Markovian state xt. Based on a transition model ‘f’ and an 

observation model ‘g’, as well as process and measurement noise ϵt and γt, a time-discrete SSM is given by 

xt+1 = f(xt, ut) + ϵt ,  yt = g(xt,ut) + γt ( 3) 

 

A hidden Markov model or HMM, is a type of (SSM) in which the hidden states are discrete, so x t ∈ {1, …, nx}. 

The observations may be discrete, yt ∈ {1, …, ny}, or continuous, yt or some combination.  The hidden state 

process{xt}evolves over time according to a Markov process, possibly conditional on external inputs or controls 

ut , and each hidden state generates some observations yt at each time step. We get to see the observations, but 

not the hidden state. The goal is to infer the hidden state given the observations. However, we can also use the 

model to predict future observations, by first predicting future hidden states, and then predicting what observations 

they might generate. By using a hidden state, say zt (of xt ),   to represent the past observations, y1:(t-1) , the model 

can have `infinite’memory, unlike a standard Markov model.  

An HMM is a type of recurrent neural network (RNN) where the output from the previous step is fed as input to 

the current step with the help of a Hidden Layer having its Hidden state, which remembers some information 

about a sequence. The state is also referred to as Memory State since it remembers the previous input to the 

network. 

We now discuss the basic elements of an HMM. The basic things are now explored to know basic components of 

HMM and basics how HMM model works and how observation sequence is generated from hidden states.  

Hidden Markov Model (HMM) is a method for representing most likely corresponding sequences of observation 

data. HMM has two parts: hidden and observed. The hidden part consists of hidden states which are not directly 

observed, their presence is observed by observation symbols that hidden states emits. The transition and emission 

matrix are the main parameters to build HMM: The transition matrix is a probability of switching from one state 

to another. Emission matrix is a selection probability of the element in a list. 

Denote the stochastic process of hidden states by X(t) that depends on another process Y(t), the observables. 

Suppose that the hidden state 'xt = k' of X(t) occurring at time t ∈ [ 0, T) is unobservable for k ϵ S= {1, 2, …, K} 

and the dynamics of the sequence {X(t))} is governed by a Markov process whose transition probability matrix is 

P = (pij) such that the elements of each row of the matrix P are added to one. 

𝑝𝑖𝑗= Pr (𝑥𝑡 = j | 𝑥𝑡−1 = i, 𝑥𝑡−2, ..., 𝑥1) = Pr (𝑥𝑡 = j | 𝑥 = i) ( 4) 

 Let the initial distribution of the state  x be denoted by a vector 𝛑 = (𝜋1, 𝜋2, … , 𝜋𝐾). 

 

𝜋𝑗  = Pr (𝑥0 = 𝑗)  and         ∑ 𝜋𝑗   𝐾
𝑗=1 =1 ( 5) 



J. Electrical Systems 20-10s (2024): 215-227 

 

218 

B.  State emission probability distribution, how?  

The hidden and observable parts of this HMM are linked by a state emission probability distribution, which means 

that each transition between hidden states emits an observable element, m=1, 2, …, M. Furthermore, each hidden 

state can emit all observables, such that all the emission probabilities of each hidden state add up to 1. 

Emission matrix B = {bs(m)} of size K × M, where bx(m) is the probability of the hidden state ‘emitting the 

observed element ‘m ∈ 𝐄 = {1, 2, … , 𝑀}’ of the observable Y(t) process: 

𝑏𝑥(m) = P(𝑦𝑡  = m|𝑥𝑡= x);x ∈ {1, . . . , K}, m ∈ {1, . . . ,M} ( 6) 

 

Here, the observation at time ‘t’ is only dependent on the current hidden state, not on previous hidden states or 

observations: 

𝑃𝑟(𝑦𝑡|𝑦𝑡−1 , 𝑦𝑡−2, . . . , 𝑦1 , 𝑥𝑡 , 𝑥𝑡−1, 𝑥𝑡−2, ..., 𝑥1)  =  𝑃𝑟( 𝑦𝑡| 𝑥𝑡) ( 7) 

 

We expect to see observable components at a given time t to be independent of one another. We have now 

modelled an HMM with sequences of observation elements for the inputs and hidden states for the outputs. The 

observable series is the set of data that may be immediately apparent, whereas the hidden state series is the 

underlying method that produces the observations. The probability statements ( 1) through ( 7) are primarily 

focusing on the observation elements which are discrete or categorical, the resulting HMM is called the 

multinomial model, say 𝛽 = (𝛑, 𝐏, 𝐁). For an ergodic Markov process, the initial distribution can be simply set 

to the stationary distribution π P = π and π e =1. 

There are four special features of an HMM: 1. Likelihood estimation i.e., Pr(Y1:t=y1:t), 2. Parameter estimation 

i.e., �̂�= (�̂�, �̂�, �̂�), 3. Inference on Hidden states for a given {y1:t for t=1, 2, …, T} and 4. Prediction of future 

outcomes. An HMM answers several questions. 

Evaluation — how much likely is that something observable will happen? or what is probability of observation 

sequence?  The solution is obtained through either ‘Forward algorithm’ or Backward algorithm. 

Decoding — what is the reason for observation that happened? or what is most probable hidden states sequence 

when you have observation sequence?  It can be answered by ‘Viterbi algorithm’. 

Learning — what I can learn from observation data? or how to create HMM model or models from observed 

data? This is answered by ‘Baum-Welch’ approach. 

The hidden states, say xt, and observation symbols, say yt, are bind by state emission probability distribution., say  

𝐵𝑥𝑡
( 𝑦𝑡  ).   This is how every transition to hidden state emits observation symbol. Moreover, every hidden state 

can emit all observation symbols, only probability of emission one or the other symbol differs. Note that all 

emission probabilities of each hidden states sum to 1, i.e., 

∑  𝐵𝑥𝑡
⬚
𝑦𝑡 ) ( 𝑦𝑡  )=1 ( 8) 

 

When you have hidden states there are two more states that are not directly related to model but used for forward 

and backward calculations. They are: (i) initial state, and (ii) terminal state. 

Likelihood estimation: We now obtain the probability of joint occurrence of an observed sequence Y1:t = (Y1=y1, 

Y2=y2, …, Yt=yt) for t=1, 2, …, T. The forward-backward algorithm is used to calculate the likelihood of a 

sequence of observations given the model parameters 𝛽 = (𝛑, 𝐏, 𝐁) and to estimate the hidden states that 

generated these observations. We now define the forward probability  𝜃(𝑖) and backward probability ∅(𝑖) for 𝑖 ∈ 

S= {1, 2, …, K}: 
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𝜃𝑡𝑖
(𝑖) = 𝑃𝑟 (𝑌1:𝑡  , 𝑋𝑡𝑖

= 𝑠𝑥/𝛽) ; ∅𝑡𝑖
(𝑖) = 𝑃𝑟 (𝑌(𝑡𝑖+1):𝑇/  𝑋𝑡𝑖

= 𝑥𝑡𝑖
, 𝛽) ( 9) 

Thus, we see that, 

𝜃1(𝑖) = 𝜋𝑖  𝑏𝑖(𝑦1), for i= 1, 2, …, K; 𝜃𝑡+1(𝑖) = ∑ 𝜃𝑡(𝑗) 𝑝𝑖𝑗
𝐾
𝑗=1  

𝑏𝑗(𝑦𝑡+1), for t=1, 2…, (T-

1) 

( 10) 

∅𝑇(𝑖) = 1, for i= 1, 2, …, K; ∅𝑡(𝑖) = ∑  𝑝𝑖𝑗
𝐾
𝑗=1  

𝑏𝑗(𝑦𝑡+1) ∅𝑡+1(𝑗), for t=(T-1),(T-2),…,2,1 ( 11) 

 

Thus, the likelihood becomes: 

P(Y/ β)=∑ 𝜃𝑇(𝑖)𝐾
𝑖=1 =∑ 𝜋𝑗  𝑏𝑗(𝑦1)𝐾

𝑗=1 ∅1(𝑗) ( 12) 

Optimizing the most likely state sequence: The Viterbi Algorithm is being used to solve the optimization 

problem for a given observation sequence O1:t = (O1=o1, O2=o2, …, Ot=ot) and a model 𝛽 = (𝛑, 𝐏, 𝐁). 

Maximum likelihood (ML)Specific cases of RNN estimator of 𝛽 = (𝛑, 𝐏, 𝐁), i.e., �̂�= (�̂�, �̂�, �̂�):To adjust the 

model parameters 𝛑, 𝐏, 𝐁  and to maximize P (O/ β ) using the given states, we can apply ‘Expectation 

Maximization (EM)’ algorithm, (a.k.a. Baum-Welch algorithm) 

Prediction of future outcomes: We predict the next output and next hidden state by applying ML method for a 

given observation sequence and the model. 

C. Specific cases of RNN  

Use Because RNN or LSTM) models can simulate and predict nonlinear time-variant system dynamics, 

researchers have been looking into forecasting techniques that use these models. For any kind of time series 

forecasting issue, there are several LSTM model varieties that may be applied. Additionally, the success of such 

data-driven strategies based on LSTM and RNN is encouraging.  

For their internal processes, known as gates, to determine which data in our time series sequence is crucial to 

retain or discard, LSTMs and GRUs were developed as the answer to short-term memory problems. For instance, 

a time series of sufficient length may find it difficult to transfer information from earlier to later time steps. To 

generate accurate predictions, LSTMs and GRUs can transmit pertinent information down the lengthy chain of 

sequences. It is widely accepted that lengthy sequence processing is a strong match for both LSTMs and GRUs.  

We will present univariate time series forecasting using both the LSTM and GRU models. A function that converts 

a series of historical observations as input to an output observation will be learned by both approaches. For the 

LSTM to learn from, the series of observations must be converted into a few examples. Using performance metrics 

like mean absolute error (MAE), RMSE, and MSE, the major goal is to identify the best performer. The outcomes 

are presented in a comparison of all employed methods using both numerical and graphical representations. 

Vanilla LSTM: The read-write-and-forget concept governs how it operates. Given an input set of data, the 

network reads and writes the most significant information while disregarding the data that is not crucial for 

forecasting the result. The RNN introduces three new gates in the following manner to accomplish this. 

The size or form of the training data, as well as the input component (samples, timesteps, features), are accessed 

by RNN. It has an output layer that is used to produce predictions, one hidden layer of LSTM units, and one 

feature count (for univariate time series). A model using LSTM units in the hidden layer (50, 60, etc.) and an 

output layer that predicts a single numerical value could be created. We must reshape the single input sample 

before making the prediction since the model requires the input shape to be three-dimensional with [samples, 

timesteps, features].  

In order to always have many samples in the training dataset, we generated our dataset and passed it as an argument 

to the ‘split_sequence()’ method. This number of time steps is known as the input number. After that, the mean 

squared error, or "mse," loss function is used to improve the model by fitting using the effective Adam form of 

stochastic gradient descent. 
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III. RESULTS DUE TO SARIMA ON SALES AMOUNT OF MONTHLY GOLD PRICES 

After We analys(ed) the historical gold prices using hmmlearn, downloaded from: 

https://www.gold.org/goldhub/data/gold-prices. We also calculate the daily change in gold price and restrict the 

data from 2008 onwards (Lehmann shock and Covid19!). In general dealing with the change in price rather than 

the actual price itself leads to better modelling of the actual market conditions 

The SARIMA time series forecasting method is supported in Python via the Statsmodels library. To use SARIMA 

there are three steps, they are: 

1. Define the model for the training data set. 

2. Fit a few candidate models using auto_arima() and select the best with the smallest  AIC ( Akaike 

information criterion). 

3.  Make a prediction for test-data with the model selected as best in step 2. 

We must choose the best ARIMA model order after preparing our data for ARIMA modeling. Several criteria, 

including the Akaike information criterion (AIC) and the Bayesian information criterion (BIC), allow us to choose 

the best ARIMA model order that minimizes overfitting and underfitting while providing a good match for our 

data. A model is better if its AIC or BIC is lower. We may use Python or R, or any other computer language, to do 

this. To obtain a series of plots that display the residuals, autocorrelation, normality, and density of the fitted model, 

we may also employ the plot diagnostics approach. 

Let’s try and force an external predictor, called ‘exogenous variable’ into the model. This model is called the 

SARIMA model. Let the value of the variable the seasonality period as 12.  

We use the command ‘auto_arima function to gold price series’ which selects a best SARIMA model as ARIMA 

(1,0,0) (2,1,0) [12]. We predicted the forecasts for the recent 453 days of the gold prices considered in the testing 

portion using the SARIMA (). 

 

Figure 1: Displays the test data graphs of size 453 together with the projected series from the ARIMA (1,0,0) 

(2,1,0)[12] model that yields  root mean squared error as 17.4 

Together with the original time series data, Figure 1 displays the projected values, or the expected values of the 

time series for the given number of 451 days ahead. By examining the graph, one may judge how effectively the 

model predicts the time series' future behaviour and determine how large or small the predictions' uncertainty is. 

The predicted values exhibit the same fluctuations as the actual data. The graphic also highlights some of the 

ARIMA model's drawbacks and difficulties, such as the assumption that the time series is linear and stationary, 

which may not hold true for some real-world data. 

https://www.gold.org/goldhub/data/gold-prices.¶
http://www.statsmodels.org/dev/statespace.html
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A. HMM model for finding out-of-time projections Headings 

Headings An underlying Markov process or chain with hidden states underlies an HMM model. There are measures 

y(t) that are observable and directly impacted by these latent states, even if these latent states, let's say x(t), are not 

immediately apparent to us at time 't'. 

 

The overall picture of a typical HMM, where the states follow one after another, and each one gives rise to an 

observation: 

 

Figure 2: The overall picture of a typical HMM, where the states follow one after another, and each one gives 

rise to an observation: 

Thus, Figure 2 shows the basic structure of a HMM that enables us to capture non-linear dynamics and simulate an 

underlying system. The basic presumption is that the subsequent observation in the sequence depends solely on the 

previous one since it is an extension of the Markov model. We can also determine the likelihood of a hidden state 

transitioning to another (or switching regimes) using an HMM. 

  

An HMM model is often used to sample fresh data, but we can also create forecasts outside of samples by 

implementing something like to a search space method. Because an HMM model does not have a formula that we 

can enter in t+1 to get the prediction, using one to forecast is a difficult undertaking. Rather, using an HMM for 

forecasting may be thought of as a search across a space of observable variables to identify the most likely one.  

 

Said another way, given the prior sequence history and transition probabilities, we determine the prediction Y(t+1) 

as the result that maximizes the posterior probability of witnessing it. Below are the mathematical formulas for this 

method: Let 𝜃 denote parameters of the HMM. We want to find Y(t+1) such that posterior probability is maximised 

using the Bayes rule: 

𝑌𝑡+1   = 𝑎𝑟𝑔𝑚𝑎𝑥𝑌𝑡+1  
𝑃(𝑌𝑡+1   / 𝑌𝑡   , 𝑌𝑡−1 , , ,   𝑌1, 𝜃),  ( 13) 

 

𝑌𝑡+1    = argmaxYt+1  

P(Yt+1   = 𝑦, Yt   , Yt−1 , , ,   Y1, θ)

𝑃( 𝑌𝑡   , 𝑌𝑡−1 , , ,   𝑌1, 𝜃)
 

( 14) 

 

Posterior probability simplification: Next, generate a set of potential Y(t+1) values, score them using the fitted 

HMM model, and select the one that maximizes this score. The procedure is then repeated to forecast Y(t+2) once 

the Y(t+1) values have been added to the sequence. Thus, the following stages might be used to generalize this 

process:  

 

1. Determine the group of likely results or contenders.  

2. Choose the result that maximizes the posterior probability among the set above.  

3. Increase the sequence's highest probability result. 
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4. Continue  

B. Fitting HMM for Out of Time Forecasting Process 

To fit the HMM model we will require a data=sequence of observations. We predicted the forecasts for the same 

451 items considered in the testing portion using the SARIMA (): Training and Testing data sets are decided as 

below: 

# Split data into train / test sets  

train = data.iloc[:len(data)-453] , test = data.iloc[len(data)-453:]   

# Fit an HMM on the training set with three state: 0=Low price, 1=medium, and 2=High price 

# Build the HMM model and fit to the gold price switching patterns. 

model2 = hmm.GaussianHMM(n_components = 3, covariance_type = "diag", n_iter = 50, random_state = 42); 

model2.fit(X),  

# Predict the hidden states corresponding to test-X. 

Z = model.predict(test-X) 

Afterwards, use the model's output based on the train data of size 3584 prices  to plot the model's state predictions 

against the data in Figure 2: The overall picture of a typical HMM, where the states follow one after another, and 

each one gives rise to an observation: Figure 2, we discover that states 0, 1, and 2 seem to correlate to low volatility, 

medium volatility, and high volatility. 

 

Figure 3: Market volatility as modelled using a Gaussian emissions Hidden Markov Model. Blue/state 0 — low 

volatility, orange/state 1— medium volatility, green/state 2 — high volatility 

From the graphs of Figure 3: Market volatility as modelled using a Gaussian emissions Hidden Markov Model. 

Blue/state 0 — low volatility, orange/state 1— medium volatility, green/state 2 — high volatility, we find that 

periods of high volatility correspond to difficult economic times such as the Lehmann shock from 2008 to 2009, 

the recession of 2011–2012 and the covid pandemic induced recession in 2020. Furthermore, we see that the price 

of gold tends to rise during times of uncertainty as investors increase their purchases of gold which is seen as a 

stable and safe asset. 
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Next, we score each of these outcomes using the fitted HMM for the projected series derived by the ARIMA 

outlined in the previous section and compute the posterior probability of each of these events occurring next in the 

sequence.  

Next, the outcome that maximizes this likelihood is chosen to determine the anticipated outcome. Following that, 

the expected outcome is added to the series, and the process is repeated for the next outcome (dynamic forecasting). 

The transition probability matrix for the three states model using GaussianHMM(n_components=3,..),  

model.fit(train) and  

model.predict(test)  commands of Python   is estimated as in Table 1s: 

Table 1: Transition matrix using the test data of gold prices of 453 days in GaussianHMM(n_components=3,..), 

Transition Probability Matrix  GaussianHMM(n_components=3,..) 

P=
0
1
2

(
[0.00088682  0.99911318 0.000000000
0.99068500  0.00931500 0.000000000
0.00092747 0.00076408 0.99830844

) 

Trader Analysis: From Table 1 transition matrix, we assert that the HMM model indeed yields 3 unique hidden 

states. These numbers have no intrinsic meaning - which mode corresponds to which system must be confirmed by 

looking at the model parameters. However, if 0 = low price, 1 = medium price, and 2 = high price states, the one-

step conditional transition probabilities that are larger fractions are P(0→1) =0.99911318, P(1→0) =0.990685, and 

P( 2 → 2 ) = 0.99830844. These can be the best tips for all traders to buy new stocks or sell stocks if any. When 

the correlation between stocks weakens, stocks that trade at a higher price are to be sold or stocks that trade at a 

lower price are to be bought. 

C. Visualization of the gold price switching patterns  

 

After finding out the most probable outcome, each forecast was calculated, and the corresponding graph is drawn 

for such daily forecasts for 453 days. 

The HMM model yielded a noteworthy projection in the given scenario, indicating a notable shift in sales in recent 

months or a regime transition characterized by low price/volatility.  

 

Figure 4: Graphs for predicted values of 451 day’s gold prices observed during 2020 -2022 period using 

ARIMA and HMM models and the stationary gold price change (first difference, top-right) using HMM 

Figure 4 makes it evident that HMM was able to predict a low volatility in sales for the previous 451 days with 

greater sales. Such scenarios were shown to be poorly anticipated by other standard models, such as ARIMA 

(SARIMA). 

Four subplots in Figure 5 illustrate the movements of the three-state Markov process linked to the Gaussian HMM 

during the last 451 days of the gold price data that are being examined. For the LSTM, GRU, and ARIMA 

(SARIMA) models, these situations are displayed. 
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Figure 5: Trasitions of states 0, 1 and 2 of HMM: top left for test data, top right for GRU’s prediction, bottom 

left for LSTM’ prediction and bottom right for ARIMA predictions. 

Python package: We performed a quick look at a generative probabilistic model called a hidden Markov model, 

which is also used for analysing sequential data on gold price series. We looked at straightforward research that 

used the Python package ‘hmmlearn’ to clearly demonstrate the mathematical operation of hidden Markov 

models. The three distinct hidden states of the model corresponded to the three potential levels of market volatility. 

D.  Analysis of Gold Price series by LSTM and GRU models 

Now let's review some comparison problems between LSTM and GRU models: LSTMs are a superior option for 

capturing long-term dependencies in sequences than regular RNNs. GRUs are an LSTM variant with a streamlined 

gating mechanism. In order to analyse data in parallel, the transformers of both tools shift their emphasis from 

recurrence to self-attention processes. 

In this section, we highlight the results of LSTM and GRU models that were used to analyse the gold price and 

its forecasts. With a comparable structure and set of hyperparameters, graphs the of Figure 4 and root mean 

squared error values categorically show that the GRU model outperformed the LSTM.  
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Figure 6 Displays the test data graphs of size 451 together with the projected series from the GRU model (right) 

and the LSTM model (left). LSTM's root mean squared error is 23.96, whereas GRU's is 16.32. 

The test data graphs of size 451 are shown in Figure 6 together with the predicted series from the LSTM model 

(left) and the GRU model (right). The RMSE for an LSTM is 23.96, whereas that of a GRU is 16.32. The LSTM 

fared worse than the GRU, as the findings demonstrate.  

According to Figure 1, the RMSE of the ARIMA (1,0,0) (2,1,0)[12] model is 17.4, which is less than the RMSE 

of the LSTM model. As a result, the LSTM model is unstable, ARIMA exceeds LSTM, and GRU surpasses both, 

making GRU more durable and able to last longer periods of time. 

IV. CONCLUSION 

The paper covered the software implementation of two more recurrent neural networks, LSTM and GRU, as well 

as ARIMA and HMM. A data= historical gold price data covering 11,151 days was divided into two subsets, 

dubbed train and test, in order to fit the models of each. The ARIMA's predicted series for test section 453, say 

X, was used for additional follow-ups. 

For the same set X of size 453 we made projections using ARIMA. The ARIMA (1,0,0) (2,1,0)[12] model was 

found to be the best model for the reference model (S)ARIMA, with an RMSE of 17.4.  

The "time series forecasting" characteristics of the hidden Markov model, that is named as a type, 

GaussianHMM(n_components=3...), were then assessed using the Python model.fit(train) and 

model.predict(test=X) functions, which correspond to a 3-stae Gaussian model.  For the time series X obtained 

for the ARIMA, we gathered many results from the fitted HMMM and calculated the posterior probability of each 

state that will occur next in the sequence that maximizes this likelihood. Table 1 presents the calculated transition 

probability matrix for the three states model. 

An output layer and a single lSTM/GRU layer with 125 units make up the model structure. We normalize the test 

set and repeat the preprocessing. The dataset was processed, divided into samples, reshaped, and then we made 

predictions and inversely turned them into standard form. To fully compare the findings, we simply replaced the 

LSTM layer with the GRU layer, leaving everything else unchanged.  

Figures 1 through 6 visually depict representations of the three-state hidden Markov model (HMM) across the 

11,151-day forecasted gold price series.  This work therefore establishes the effectiveness of HMM as a model 

for sequence out-of-time forecasting, especially when a behaviour regime transition may not be readily apparent.  

The accuracy of the forecast can be further improved by using a more intricate search space of observation 

variables or by multiplying the number of variables observed. Concurrently, as the solution is a local optimum 
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and the model is prone to overfitting, care should be used while fitting HMMs. HMM applications are versatile 

enough to be employed in modelling dynamic systems and estimating future states based on sequences seen in the 

future actions. 

By reviewing all the results of this article, we now summarise the important outcome as follows: the LSTM model 

is underperformed, ARIMA performs better than LSTM, but the GRU outperforms over both of ARIMA and 

LSTM and hence GRU is resilient and can withstand longer periods of time.  HMM application   can be used for 

modelling dynamic systems and forecasting future states based on sequences that have been seen because of their 

flexibility. The GRU model beats both ARIMA and LSTM, indicating that it is more durable and able to endure 

longer periods of time than the LSTM model, which underperforms.  
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