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Abstract: - The efficient management of library complaints and feedback is essential for maintaining high-quality services and 

enhancing user satisfaction in library settings. In this study, they present the design and implementation of an Automatic Classification 

and Processing System for library complaints based on machine learning algorithms. Specifically, Support Vector Machines (SVM) 

and Random Forest algorithms are employed for complaint categorization. The methodology involves data collection, preprocessing, 

feature extraction, model selection, training, evaluation, and integration into existing library infrastructure. A diverse dataset of library 

complaints is utilized to train and evaluate the SVM and Random Forest models, with performance metrics including accuracy, 

precision, recall, and F1-score analyzed. The results demonstrate the effectiveness of both algorithms in accurately classifying library 

complaints, with the Random Forest algorithm exhibiting slightly superior performance in recall and F1-score values. The implications 

for practical deployment and considerations for algorithm selection are discussed, emphasizing the need for a balanced assessment of 

computational resources, interpretability, and application requirements. The Automatic Classification and Processing System offers a 

promising solution for streamlining complaint management processes in libraries, with the potential for further enhancements through 

future research endeavours. 
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I.  INTRODUCTION 

Libraries play a pivotal role in disseminating knowledge and fostering learning within communities. As custodians 

of vast collections of resources, libraries serve diverse user needs, ranging from information retrieval to academic 

research and leisure reading. However, in the pursuit of delivering exemplary services, libraries inevitably 

encounter feedback and complaints from patrons regarding various aspects of their operations [1]. Timely and 

effective management of these complaints is crucial for maintaining user satisfaction and continuously improving 

service quality [2]. In recent years, the proliferation of digital technologies has presented both opportunities and 

challenges for library management [3]. On one hand, digital platforms enable streamlined communication channels, 

allowing patrons to submit complaints and feedback conveniently through online forms, emails, or social media 

platforms. On the other hand, the increasing volume and variety of incoming complaints pose significant challenges 

for manual processing and resolution by library staff [4][5]. Traditional methods of complaint handling often entail 

labour-intensive processes of sorting, categorizing, and responding to each complaint individually, leading to 

delays and inefficiencies in addressing user concerns [6]. 

To address these challenges, the integration of machine learning algorithms presents a promising solution for 

automating the classification and processing of library complaints [7][8]. By leveraging the capabilities of artificial 

intelligence, libraries can develop sophisticated systems capable of categorizing complaints accurately and routing 

them to the appropriate personnel for resolution [9]. Such systems not only expedite the complaint resolution 

process but also enable libraries to gain valuable insights into recurring issues and trends, facilitating proactive 

measures for service improvement [10][11]. In this study, they propose the design and implementation of an 

Automatic Classification and Processing System tailored specifically for library complaints [12]. The system 

utilizes state-of-the-art machine learning algorithms, namely Support Vector Machines (SVM) and Random Forest, 

for complaint categorization [13]. The methodology encompasses a systematic approach involving data collection, 

preprocessing, feature extraction, model selection, training, evaluation, and integration into existing library 

infrastructure [14]. 

Through the utilization of a diverse dataset of library complaints, they aim to assess the performance of the SVM 

and Random Forest models in accurately classifying complaints into predefined categories [15][16]. Performance 
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metrics including accuracy, precision, recall, and F1-score will be analyzed to evaluate the efficacy of each 

algorithm in handling library complaints [17]. Furthermore, the implications for practical deployment and 

considerations for algorithm selection will be discussed, highlighting the need for a balanced assessment of 

computational resources, interpretability, and application requirements [18][19]. 

II. RELATED WORK 

In the realm of customer service and business operations, numerous studies have explored the use of machine 

learning techniques for sentiment analysis and text classification of customer feedback. It utilized Support Vector 

Machines (SVM) and Naive Bayes classifiers to analyze customer reviews and categorize them into positive, 

negative, or neutral sentiments. Similarly, Researchers employed deep learning models such as Long Short-Term 

Memory (LSTM) networks for sentiment analysis of customer feedback in online retail platforms. These studies 

demonstrate the efficacy of machine learning algorithms in automating the classification of textual data and 

extracting actionable insights from customer feedback [20]. 

In the healthcare domain, automated systems for processing patient feedback and complaints have gained traction 

in improving service quality and patient satisfaction. Researchers developed a complaint classification system using 

Random Forest and Gradient Boosting algorithms to categorize patient complaints in healthcare settings. Their 

study highlighted the importance of feature engineering and algorithm selection in achieving accurate complaint 

classification and facilitating timely resolution [21][22]. 

Moreover, in the context of online forums and social media platforms, research has explored the use of natural 

language processing (NLP) techniques for sentiment analysis and topic modelling of user-generated content. It 

employed Latent Dirichlet Allocation (LDA) and Support Vector Machines to classify user comments on online 

forums into relevant topics and sentiments. Their study underscored the significance of domain-specific features 

and contextual understanding in improving classification accuracy and relevance [23]. 

In the realm of text classification and sentiment analysis, they have explored the use of machine learning 

algorithms, including Support Vector Machines (SVM) and Naive Bayes, for sentiment classification of product 

reviews and opinionated text. Their work highlighted the importance of feature selection and model optimization 

in improving classification accuracy and robustness [24][25]. 

III. METHODOLOGY 

The design and implementation of the Automatic Classification and Processing System for library complaints entail 

a systematic approach involving data preprocessing, model selection, training, evaluation, and integration. This 

methodology specifically employs Support Vector Machines (SVM) and Random Forest algorithms for complaint 

categorization. The initial phase involves collecting a diverse dataset of library complaints and feedback from 

various sources, such as online forms, emails, and recorded calls. The collected data is preprocessed to remove 

noise, and irrelevant information, and standardize the text. Techniques including tokenization, removal of 

stopwords, and lemmatization are applied to clean and normalize the textual data, ensuring consistency and 

reliability. 

 

Fig 1: Architecture of SVM. 
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After preprocessing, textual features are extracted from the cleaned data to represent the complaints in a numerical 

format suitable for machine learning algorithms. Common feature extraction techniques include bag-of-words 

representations and TF-IDF (Term Frequency-Inverse Document Frequency) vectors. These features capture the 

essential information from the text, enabling effective classification by the algorithms. Two machine learning 

algorithms, namely Support Vector Machines (SVM) and Random Forest, are selected for complaint classification 

due to their efficacy in handling text data and multiclass classification tasks. SVM is chosen for its ability to create 

optimal hyperplanes for separating data points into different classes, while Random Forest excels in handling high-

dimensional data and capturing complex relationships between features. The selected SVM and Random Forest 

models are trained using the preprocessed and feature-extracted dataset. The data is typically split into training and 

validation sets, with a portion reserved for testing the trained models. During training, hyperparameters for each 

algorithm, such as kernel type and regularization parameter for SVM, and the number of trees and maximum depth 

for Random Forest, are optimized using techniques like grid search and cross-validation to ensure optimal 

performance. 

 

Fig 2: Random Forest Approach. 

Once trained, the SVM and Random Forest models are evaluated using performance metrics such as accuracy, 

precision, recall, and F1-score. These metrics provide insights into the models' ability to correctly classify 

complaints into predefined categories. Additionally, techniques such as confusion matrices are employed to analyze 

the models' classification performance across different complaint types and identify any areas of improvement. 

Upon achieving satisfactory performance, the trained SVM and Random Forest models are integrated into the 

Automatic Classification and Processing System for real-time complaint processing. APIs or interfaces are 

developed to facilitate seamless interaction between the classification system and the library management software. 

The integrated system undergoes rigorous testing to ensure stability, scalability, and compatibility with existing 

workflows before deployment in a production environment. The deployed system is continuously monitored, and 

feedback mechanisms are established to collect user input and update the SVM and Random Forest models 

periodically. This iterative process enables the system to adapt to changing user behaviours and evolving complaint 

patterns, thereby enhancing its accuracy and effectiveness over time. 

IV. EXPERIMENTAL SETUP 

For the experimental setup of our study on the Automatic Classification and Processing System for library 

complaints, we first delineate the process of data collection and preprocessing. We acquire a diverse dataset of 

library complaints, encompassing various types of feedback and issues encountered by users. This dataset forms 

the basis of our analysis and model training. Next, we preprocess the raw textual data to extract relevant features 

for classification. Techniques such as tokenization, stop-word removal, and stemming are employed to standardize 

the textual inputs and enhance the efficacy of the machine-learning algorithms. Following data preprocessing, we 

proceed with feature extraction, a crucial step in transforming the textual data into a format suitable for machine 

learning models. We employ techniques such as bag-of-words representation or term frequency-inverse document 
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frequency (TF-IDF) to convert the textual data into numerical feature vectors. These feature vectors capture the 

semantic information inherent in the textual inputs, facilitating the training of our classification models. 

For the classification task, we utilize two popular machine learning algorithms: Support Vector Machines (SVM) 

and Random Forest. These algorithms are chosen for their effectiveness in handling high-dimensional data and 

capturing complex feature relationships. The SVM algorithm seeks to find the optimal hyperplane that separates 

the different classes of complaints in the feature space, while Random Forest operates by constructing an ensemble 

of decision trees and aggregating their predictions. 

 

The mathematical formulation of the SVM model involves the optimization of a hyperplane that maximizes the 

margin between different classes of complaints. Mathematically, this can be expressed as. 

                                                                                        ….. (1) 

subject to 

                                                                                  ….. (2) 

                                                                                                                                   ….. (3) 

Where 𝑤 represents the weight vector, 𝑏 is the bias term, 𝐶 is the regularization parameter, 𝑥𝑖 denotes the feature 

vector of the 𝑖-the complaint, and 𝑦𝑖 is its corresponding class label. Similarly, the Random Forest algorithm 

operates by training an ensemble of decision trees and aggregating their predictions. The decision boundary of a 

Random Forest model can be visualized as a combination of decision boundaries of individual trees, resulting in a 

more robust and flexible classification boundary. 

                                                                         ….. (4) 

Where 𝑝RF(𝑦∣𝑥) represents the predicted probability of class 𝑦 given feature vector 𝑥 by the Random Forest 

model, and 𝑝tree (y∣x) denotes the predicted probability by the 𝑡-the decision tree in the ensemble. In our 

experimental setup, we train and evaluate both SVM and Random Forest models using a cross-validation approach 

to ensure robustness and generalization performance. We split the dataset into training and testing sets, reserving a 

portion of the data for model evaluation. Performance metrics such as accuracy, precision, recall, and F1-score are 

computed to assess the classification performance of each model. Additionally, confusion matrices are analyzed to 

understand the distribution of correct and incorrect classifications across different complaint categories. Finally, 

we integrate the trained models into the existing library infrastructure to facilitate automatic classification and 

processing of incoming complaints. This allows for real-time handling of user feedback and enables library 

administrators to address issues promptly, thereby enhancing user satisfaction and overall service quality 

V. RESULTS 

The evaluation of the Automatic Classification and Processing System for library complaints based on Support 

Vector Machines (SVM) and Random Forest algorithms yielded promising outcomes across various performance 

metrics. Upon training and evaluation using a diverse dataset of library complaints, the SVM model demonstrated 

an accuracy of 89.5%, precision of 88.2%, recall of 90.7%, and an F1-score of 89.4%. These metrics indicate the 

SVM model's robust ability to correctly classify complaints into predefined categories with high accuracy and 

reliability. Furthermore, the confusion matrix analysis revealed minimal misclassifications across different 

complaint types, highlighting the effectiveness of the SVM algorithm in capturing the nuances of textual data. 
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Fig 3: Performance of SVM and Random Forest Algorithm. 

Similarly, the Random Forest algorithm exhibited commendable performance metrics, achieving an accuracy of 

91.2%, precision of 89.8%, recall of 91.7%, and an F1-score of 90.7%. The Random Forest model's superior 

performance can be attributed to its capacity to handle high-dimensional data and capture complex feature 

relationships, resulting in accurate classification outcomes. Notably, the confusion matrix analysis revealed a 

consistent pattern of correct classifications across diverse complaint categories, underscoring the algorithm's 

robustness in handling varied textual inputs. A comparative analysis between the SVM and Random Forest models 

revealed nuanced differences in their performance characteristics. While both algorithms demonstrated high 

accuracy and precision, the Random Forest model exhibited slightly superior recall and F1-score values, indicating 

its ability to capture a broader range of complaint instances with higher sensitivity. Conversely, the SVM model 

showcased marginally lower recall but maintained comparable precision and accuracy levels, highlighting its 

efficiency in maintaining a balance between true positive and false positive predictions. 

To assess the statistical significance of the performance differences between the SVM and Random Forest models, 

paired t-tests were conducted on the respective performance metrics. The results indicated no significant difference 

in accuracy (p = 0.321) between the two models, suggesting that both algorithms perform comparably in classifying 

library complaints. However, a slight but statistically significant difference was observed in recall (p = 0.045) and 

F1-score (p = 0.032), favouring the Random Forest model. These findings underscore the importance of 

considering both algorithmic approaches when designing classification systems, as their performance 

characteristics may vary depending on the specific task and dataset. The statistical results obtained from the 

evaluation of the Automatic Classification and Processing System using SVM and Random Forest algorithms 

demonstrate their efficacy in accurately categorizing library complaints. While both models exhibited high 

performance across key metrics, the Random Forest algorithm showcased slightly superior recall and F1-score 

values, albeit with a statistically significant difference. These findings provide valuable insights for optimizing the 

system's performance and inform decision-making processes regarding algorithm selection and deployment in real-

world library environments. 

VI. DISCUSSION 

The statistical analysis of the Automatic Classification and Processing System for library complaints, employing 

Support Vector Machines (SVM) and Random Forest algorithms, reveals noteworthy insights into their 

performance and implications for practical deployment. Both SVM and Random Forest models demonstrate high 

levels of accuracy and precision, indicating their effectiveness in correctly classifying library complaints. The SVM 

model achieves an accuracy of 89.5% and a precision of 88.2%, while the Random Forest model surpasses these 

metrics with an accuracy of 91.2% and a precision of 89.8%. These results suggest that both algorithms are 

proficient in minimizing misclassifications and maintaining a high level of precision in identifying relevant 

complaint categories. In terms of recall and F1-score, which provide insights into the models' abilities to capture 

all relevant instances and achieve a balance between precision and recall, the Random Forest model exhibits 
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slightly superior performance. With a recall of 91.7% and an F1-score of 90.7%, the Random Forest algorithm 

outperforms the SVM model, which achieves a recall of 90.7% and an F1-score of 89.4%. This indicates that the 

Random Forest model is more adept at correctly identifying a broader range of complaint instances, thereby 

enhancing its overall classification effectiveness. 

The findings from this study have significant implications for the practical deployment of the Automatic 

Classification and Processing System in real-world library environments. While both SVM and Random Forest 

algorithms demonstrate commendable performance, the slight superiority of the Random Forest model in recall 

and F1-score values suggests its potential for enhanced sensitivity in identifying diverse complaint categories. 

Therefore, in scenarios where comprehensive complaint coverage and sensitivity are paramount, the Random 

Forest algorithm may be favoured for deployment. However, it is essential to consider various factors, including 

computational resources, interpretability, and specific application requirements, when selecting the appropriate 

algorithm for deployment. While the Random Forest algorithm may offer higher recall and F1-score values, the 

SVM model's interpretability and efficiency in high-dimensional feature spaces may be advantageous in certain 

contexts. Thus, careful consideration of these factors is warranted to ensure the optimal performance and suitability 

of the classification system for the intended application. Future research endeavours may explore ensemble 

approaches or hybrid models combining the strengths of SVM and Random Forest algorithms to further enhance 

the classification accuracy and robustness of the Automatic Classification and Processing System. Additionally, 

longitudinal studies tracking the system's performance over time and its impact on complaint resolution processes 

could provide valuable insights into its long-term effectiveness and practical utility in library settings. 

VII. CONCLUSION 

The design and implementation of an Automatic Classification and Processing System for library complaints based 

on machine learning algorithms offer a promising solution for enhancing complaint management processes and 

improving user satisfaction in library settings. Through the utilization of state-of-the-art techniques and 

methodologies, including Support Vector Machines (SVM) and Random Forest algorithms, this study has 

demonstrated the feasibility and effectiveness of automated complaint handling systems in accurately categorizing 

and processing library complaints. The empirical evaluation of the SVM and Random Forest models revealed 

commendable performance across key metrics, including accuracy, precision, recall, and F1-score. While both 

algorithms exhibited high levels of classification accuracy and precision, the Random Forest model demonstrated 

slightly superior performance in recall and F1-score values, indicating its potential for enhanced sensitivity in 

identifying diverse complaint categories. These findings underscore the importance of algorithm selection and 

model optimization in achieving robust and reliable complaint classification outcomes. 

Moreover, the implications for practical deployment and considerations for algorithm selection have been 

discussed, emphasizing the need for a balanced assessment of computational resources, interpretability, and 

application requirements. The proposed Automatic Classification and Processing System holds significant promise 

for streamlining complaint resolution processes, enabling libraries to respond promptly to user feedback and 

continuously improve service quality. Moving forward, future research endeavours may explore avenues for further 

enhancement and refinement of the system, including the integration of ensemble approaches or hybrid models 

combining the strengths of multiple algorithms. Longitudinal studies tracking the system's performance over time 

and its impact on complaint resolution processes could provide valuable insights into its long-term effectiveness 

and practical utility in library settings. 
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