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Abstract: - In a Wushu competition video, target detection for multi-target tracking presents a formidable challenge due to the intricate and 

dynamic movements inherent in the sport. The task involves identifying and tracking multiple athletes across varying camera angles, 

lighting conditions, and potentially occluded views. This manuscript present the Dual Transformer Residual Network(DTRN) optimized 

with Elk Herd Optimizer (EHO) for target detection in wushu competition video of multi-target tracking (WCV-DTRN-EHO). This study 

utilizes data from the Martial Arts, Dancing and Sports (MADS) and employs pre-processing technique such as Inverse Unscented Kalman 

Filter (IUKF) based pre-processing process to enhance video quality followed by the Dual Transformer Residual Network (DTRN)is 

classified as strength, velocity, agility, flexibility, and stamina. The weight parameters of the DTRN are optimized using Elk Herd 

Optimizer (EHO).The suggested approach is built in Python, and multiple performances evaluation metrics are used to estimate the 

proposed technique WCV-DTRN-EHO's efficiency for strength, speed, flexibility, agility and endurance in terms of accuracy 26.95%, 

28.95%,27.95%,28.95%, and 27.79%, sensitivity 26.38,29.95%,27.95%, 22.13%, and 28.59%, precision 24.87%, 26.83%, 

26.95%,24.95%,and 31.23%, F1-score 32.21%, 37.53%, 24.95%,25.95%, and 39.47% and computational time 88.95%, 89.95%,84.35%, 

96.47%, and 85.46%while comparing other existing methods such as wushu competition video founded on convolutional neural network 

(WCV-CNN), wushu competition video based on deep convolutional neural network (WCV-DCNN) and wushu competition video based 

on recurrent neural network (WCV-RNN) respectively. 

Keywords: Wushu, Video Analysis, Multi-Target Tracking, Inverse Unscented Kalman Filter, Tracking Accuracy, Data 

Pre-Processing, Elk Herd Optimizer 

 

I. INTRODUCTION 

A technique where instructors provide relevant learning materials, feedback, and the flexibility to modify the 

practice routine at any time to improve performance and action level can be somewhat understood as Sports 

Wushu video teaching [1].Effective target recognition is crucial for impartial judging and precise performance 

evaluation in the world of Wushu tournaments, where quickness and accuracy are critical [2]. In this regard, the 

Kalman Filter Algorithm for Multi-Target Tracking offers a promising method [3]. The system is able to track 

the movements of several targets, including athletes or areas designated for scoring, in a dynamic and fast-paced 

Wushu routine by dynamically predicting their states [4].It is especially well-suited for real-time target 

recognition in Wushu competition recordings because of its capacity to adjust to noisy data and forecast future 

states, giving judges and coaches trustworthy insights into athletes' achievements [5].Wushu offers a range of 

action types, including transition, static pause, quick, slow, strong, soft, and the ability to convert a virtual 

situation into a real one [6]. 

There is a size to the action's range. The vibrant beat of the Wushu exercise is reflected in these many motions 

[7]. Strong physical attributes including speed, agility, flexibility, strength, and endurance are necessary for 

athletes to portray the rhythmic changes of Wushu routines. These characteristics are also essential for athletes' 

fundamental abilities, unique traits, and training proficiencies [8] Wushu action completion quality can be 

accurately assessed by extracting challenging action images in real time [9]. Wushu is a distinctive national 

traditional sport in China as well as a superb aspect of the country's traditional culture [10]. A Wushu routine 

consists of all the exercises that are based on Wushu, such as attack and defence advance and retreat, rigidity, 

suppleness, fragility, and actuality in slow motion [11]. Actions that involve transitions, static pauses, swift, 

slow, powerful, soft, and the transformation of a virtual world into a real one are all included in Wushu [12]. 

There is a size to the action's range. The vibrant beat of the Wushu exercise is reflected in these many motions. 

Strong physical attributes including speed, agility, flexibility, strength, and endurance are necessary for athletes 

to portray the rhythmic changes of Wushu routines. Athletes' distinctive talents, training capacities, and 

fundamental skills all depend on these attributes [13, 14]. By extracting difficult action photos in real-time, 
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Wushu action completion quality can be precisely evaluated. In order to extract the challenging photos in Wushu 

in real time, the action contour feature has to be extracted and compared to the database contour [15, 16]. 

Each state's probability distribution is used to assess the current state of knowledge, and in order to increase the 

effectiveness of decision-making, the decision space is investigated. In addition, the process becomes more 

challenging when attempting to discriminate distinct targets that might be dressed similarly. A mix of 

sophisticated computer vision methods, including object detection, motion analysis, and potentially even deep 

learning algorithms designed for handling fast-paced action scenarios, would be necessary to achieve reliable 

target detection [17]. 

The existing techniques of WCV-DTRN-EHO in sports based methods affected from various issues of diligence. 

To overcome these limitations, researchers are exploring innovative approaches such as advanced optimization 

algorithms to achieve better solutions for target detection in wushu competition video utilizing Dual 

Transformer Residual Network (DTRN) optimized with the Elk Herd Optimizer (EHO).There aren't many 

approach-based publications in the literature that address this issue; these shortcomings and issues are what 

spurred this study effort. This work's primary contribution is, 

The study utilizes data from the MADS Dataset. 

• Inverse Unscented Kalman Filter is utilized during pre-processing. 

• After that, the pre-processed data which classify action based on their strength, velocity, adaptability, 

agility, and stamina are transmitted to the Dual Transformer Residual Network. 

• The classification task is carried out using DTRN; the neural network's weight parameter is optimized 

using Elk Herd Optimizer. 

• The proposed WCV-DTRN-EHO technique is implemented, and performance metrics such as 

computing time, accuracy, precision,  and sensitivity are examined. 

The remaining portions of this manuscript are organized as follows: sector 2 reviews the relevant literature; 

sector 3 explains the proposed approach; sector 4 presents the results and discussion; and sector 5 conclusions. 

II. LITERATURE SURVEY 

Numerous research studies on target detection in wushu competition videos based on different approaches and 

factors are available in the literature. Among them are the following reviews,  

Liu et al. [18] have presented the target detection in wushu competition video of multi-target tracking. It outlines 

the design strategy for a target intelligent tracking video processing-based martial arts motion feedback system. 

It then optimizes the system's hardware configuration, adds a composite tracker, and builds a moving target 

tracking model employing deep recurrent neural networks (RNNs) based on the motion characteristic parameters 

computed from the article by combining real-time target intelligent tracking video processing technology.  

Liu et al. [19] have presented the target detection in wushu competition video of multi-target tracking. The 

modelling and live updating techniques of 2D PCA have been thoroughly investigated, and the Convolutional 

neural networks are utilized in the 2D PCA approach to separate overlapped blocks into their foreground 

(CNNs). The study model for the martial arts deconstruction motion VR image's adaptive recognition technique 

was then established via the use of frame difference, optical flow, and backdrop difference study methodologies. 

Wushu routine has a distinct performance in addition to being distinct from other competition quality rules from 

the paper.  

Rodrigo et al. [20] have suggested the target detection in wushu competition video of multi-target tracking. Deep 

convolutional neural network (DCNN) was used to provide an innovative method—the first, to the best of our 

knowledge, that is expressly created for this complicated sport—for the automated identification of key 

moments in user-made parody films. Most current methods for similar sports either use depth cameras for 

automatic recognition or use high-level semantics like preset camera angles or standard editing techniques. In 

the first step, important points of interest are located in the foreground and their motion within the video frames 

is estimated. These sites were categorized into regions of interest in the second stage according to their mobility 

and closeness from the paper. 

Sun et al. [21] have presented the target detection in wushu competition video of multi-target tracking. The 

challenging movement technology of a Real-time VR picture extraction and modelling were used in martial arts 

practice. The pre-processing content of existing photos will be analysed in this article, taking into account the 

intricate peculiarities of martial arts movements. To improve the qualities of the gathered photos, median 
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filtering techniques were used, along with image enhancement and filtering. The original image's visual impact 

can be enhanced in this way, and the modified image help with the segmentation process later on from the paper. 

Ishac et al. [22] have presented the target detection in wushu competition video of multi-target tracking. 

Evaluating the impact force, velocity, impulse, momentum, and reverse-step punch of Taekwondo examined the 

kinematics characteristics of these methods and compared them to the three martial arts styles of Shaolin, 

Wushu, and Hapkido. Created a sensing system that included two to measure dynamic acceleration from the 

paper, the motion of the punching bag is recorded by one GoPro Hero 3 camera, while the movements of the 

practitioner are captured by the other. Kinovea motion analysis software and an IC Sensor Model 3140 

accelerometer mounted on a punching bag were employed.  

Lee and Jung [23] have presented the target detection in wushu competition video of multi-target tracking. The 

Human Action Dataset from the Taekwondo Unit technique is made up of series of multimodal images showing 

poomsae movements. 1936 action examples of eight unit processes, executed by 10 experts and recorded by two 

camera viewpoints, are included in TUHAD. Taekwondo action detection was handled using convolutional 

neural networks based on key frames; the accuracy of the system was verified across a variety of input 

configurations from the study.  

Torigoe et al., [24] have presented the target detection in wushu competition video of multi-target tracking. The 

goal of Human Action Recognition (HAR) is to create a prototype automation client that can accurately classify 

human actions by analysing a video of a combat sports competition or workout. In this study, the potential use of 

HAR in combat sports will be examined. Deep Learning architectures were integrated into client-server systems 

for data storage and analysis using bespoke algorithms in order to examine Computer Vision (CV) architectures 

that analyse real-time video data streams. One of the main components of the project was the automation client, 

which taught and programmed CV robots to watch and mimic specific human activity patterns from the paper. 

III. PROPOSED METHODOLOGY 

In this section describe the proposed methodology WCV-DTRN-EHO. Data gathered from MADS. Using an 

Inverse Unscented Kalman Filter, the data is removed during the pre-processing phase. The pre-processing step 

is sent to the classification stage, where the strength, speed, flexibility, agility and endurance are categorized 

using Dual Transformer Residual Network (DTRN). The Elk Herd Optimizer (EHO)is employed to enhance the 

Dual Transformer Residual Network by optimizing the neural network's motion parameter. The Block schematic 

illustrating the proposed strategy is presented in Fig. 1. 

 
Fig 1: Block schematic illustrating the proposed strategy 
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A. Data Acquisition 

The MADS dataset [25] is where the data was gathered. The information was captured in a studio setting with 

some background noise. Bumblebee-II cameras made by Point Grey were used to record the video footage. 

While the stereo images were taken from a single viewpoint, the multi-view data was gathered using three 

cameras positioned around the capture region. When the cameras were linked to the same hub, the multi-view 

data was automatically synchronized and recorded at a frame rate of 15 frames per second. At 10 or 20 frames 

per second, the depth data (stereo picture) was recorded. The image resolutions are 1024 × 768. The ground-

truth pose data was recorded at 60 frames per second with a MOCAP device. Every video and piece of motion 

capture data is synchronized and calibrated to the same coordinate. 

B. Data Pre-Processing Using Inverse Unscented Kalman Filter (IUKF) 

In this, a MADS dataset is pre-processed using Inverse Unscented Kalman Filter in various engineering 

applications, including radar target tracking [26]. The UKF generates a set of 12 +nx sigma points 

deterministically from the previous state estimate including the previous estimate itself as one of the sigma 

points. The state estimates are then derived as a weighted sum of the propagated sigma points after they have 

been propagated via the non-linear system model. In I-UKF, we assume that the attacker is employing a forward 

UKF to compute its estimate kx̂ with known state transition and observation. Using observation, the IUKF then 

deduces the estimate kx̂̂ of kx̂̂ . In order to calculate the state estimate 1
ˆ

+kx and the corresponding error 

covariance matrix estimate, the attacker used forward UKF recursions. 
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In this state transition, 1
ˆ

+kx is a recognised external input, and the process noise is represented by 1+kv . Since 

the functions ( ).f and ( ).h are known, the propagated sigma points  kksi 1,* + and kkqi 1,* + , and the gain 

matrix 1+kK relate to the initial set of sigma points ksi ,*
. These sigma points are then determined from the 

preceding state estimate in a deterministic manner. kx̂ and covariance matrix. 
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Here, the propagated points  kkqi 1,* + are once more derived deterministically from the anticipated state 

kxk 1
ˆ

+ and covariance estimate +1k
k , which in turn are functions of kx̂ andk

via solutions ( ).1X and 

( ).2X . Hence, it simply becomes ( ) +++ =
k

kkkk vxxfx 111 ,,,ˆ
~

ˆ  with ( ).
~
f now denoting the modified state 

transition function. The pre-processed data’s are fed in to classification process. 

C. Classification using Dual Transformer Residual Network (DTRN) 

In this section, classification of wushu competition video data utilizing Dual Transformer Residual Network 

(DTRN) was discussed in this section of classification [27].Three pairs of embedding and an up-sampling block 

make up the transformer branch. This branch prioritizes the extraction and organization of global contextual 

information through multi-head attention within. The residual branch integrates both local and global data by 

feeding it feature maps. 
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The token embedding module is composed of cascaded convolution layers, normalization layers, and reshaping 

operations. The following may be expressed mathematically as the token embedding module's output: 

)),(((Re  eConvshapeLNe =
                             (5) 

Here e  and e  are the parameters, correspondingly. Additionally, LN represents the normalizing layer. 

Lastly, (.)Reshape  and (.)Conv represent the operators for convolution and reshape. The following provides 

the numerical S output of the convolutional transformer blocks (CTB) that is also named as A: 

,))(( outoutout BBLNMLPA +=
                              (6) 

Where, 

,))(( ininmultiout AACPBB +=
                              (7) 

With inA  and outA  serving as the A 's input and output, respectively. Moreover, the multi-head attention action 

is called multiB , and the output is called outB . Convolution projection and multi-layer perception are denoted by 

CP and MLP, correspondingly. 

The predicted output imbalance can be expressed as: 

,)))((( ininout VISVIConvcConvVI +=
                                                                                 

(8) 

Here inVI  and outVI  are indicated as the input and output are Imbalance, correspondingly. Furthermore, S  is 

indicated as the residual scale while LuRe  is the LuRe  activation function. In this work, Elk Herd Optimizer 

for accurate video cover classification in deep learning, this method optimizes the DTRN optimum parameter

 eande . Here, EHO is applied for tuning the weight parameter of DTRN. Finally the classification is done 

using dual transformer residual network. 

D. Optimization of Elk Herd Optimizer (EHO) 

The EHO [16] is discussed. It is used to accurately detect and track multiple targets simultaneously for 

performance evaluation and analysis. The term Elk Herd novel nature-inspired swarm-dependency optimization 

algorithm named EHO It draws inspiration from the elk herd's breeding program. Elks have two main seasons 

for mating, rutting, and calving.EHO efficiently converges to optimal solutions by mimicking EHO behaviour, 

leading to quicker convergence and reduced training time for DTRN. The flowchart of EHO is shown in fig 2. 

Step 1: Initialization 

Initially in EHO, a matrix representing the starting positional vectors of the search is identified. This matrix is 

originally established as random values inside a search space. Additionally, each position vector has a value for 

the initial fitness function. The steps of the suggested EHO initialization are mathematically expression is given 

in equation (10), 



















=

nnnnn

n

n

PPPP

PPPP

PPPP

P

...

...............

...

...

321

2232221

1131211

                                                                                              (9) 

Where P signifies set of current candidate solutions that are created randomly utilizing Fault diagnosis in 

robotics, bnP ,  is the number of ideal solution. 

Step 2: Random generation 

After start up, input factors are created at arbitrary. Therefore, optimization process of EHO and it transfer from 

exploration to exploitation steps utilizing various behaviours depend on this condition. 

Step 3: Fitness Function 

The outcome is determined by initialized judgments and random responses. The fitness is then computed using 

the equation (11), 

),(  eeoptimizingFunctionFitness =                                                                                (10) 

Step 4: Exploration Phase  
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At this stage, robotics faults are diagnosed. The diving method comprises exploration phase, whirling method 

comprises exploitation phase of metaheuristic process. Thus, the each iteration is given in equation (12), 
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Where, )1( +tpi  denotes selection probability next iteration ofT that created by first search technique )( jyf .

)( kyf  Is best-obtained solution until 
tht iteration that reflects estimated place. 

Step 5: Exploitation phase for optimizing )(  wandw  

In the fourth strategy, the exploration phase in the Elk Herd Optimizer involves dynamically exploring the 

parameter space, potentially leveraging principles of collective behaviour inspired by starling murmuration’s. 

This phase aims to discover new solutions efficiently while balancing exploration with exploitation. This 

behaviour is mathematically presented as in Equation (13), 
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Where, )(tp j

i  is an attribute of i , jh   denotes bull of harem j  and   signifies coefficients. 

Step 6: Termination Condition 

The function values ii and  of generator from Node-Level Capsule Graph Neural Network is optimized with 

the use of EHO; continue from step 3 until the halting requirements are met. 1+= NN PP is met. Then DTRN 

has accurately predicted and classified the target detection with MADS Dataset with higher tracking accuracy. 

 
Fig 2: Flowchart of EHO 

IV. RESULT AND DISCUSSION 

This sector discusses the experimental outcomes of the suggested method. Next, Python is used to simulate the 

suggested method under the specified performance metrics. The proposed WCV-DTRN-EHO approach is 

implemented in Python using MADS dataset. The obtained outcome of the proposed WCV-DTRN-EHO 

approach is analysed with existing systems like WCV-CNN, WCV-DCNN, and WCV-RNN respectively. 
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A. Performance Measures 

In order to choose the optimal classifier, this is an important task. Performance indicators like computation time, 

sensitivity, F1-score, accuracy, and precision are analyzed to assess performance. The confusion matrix will be 

used to scale the performance measures, it is decided. False Positive, False Negative, True Positive, and True 

Negative values are needed to scale the confusion matrix. 

• True Positive ( )TP : Samples where the true class label is exact and the projected class label implies a 

positive value are counted. 

• True Negative ( )TN : Number of examples where the true class label is exact and the predicted class 

label suggests a negative value. 

• False Positive ( )FP : Number of samples when the true class label is imprecise and the predicted class 

label suggests a positive value. 

• False Negative ( )FN : Number of samples where the true class label is imprecise and the predicted class 

label suggests a negative value. 

1) Accuracy  

It is the ratio of the number of accurate forecasts to the total number of predictions made for a dataset. Equation 

(13), which quantifies it, is used. 

( )

( )

TP TN
Accuracy

TP FP TN FN

+
=

+ + +
                                        (13) 

2) Precision  

A statistic called precision counts the number of correctly predicted favorable outcomes. Equation (14) is used 

to scale this. 

( )
Pr
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TP FP
=

+
                                         (14) 

3) Sensitivity  

Sensitivity can also refer to true positive rate or recall. The equation (15), based on the sensitivity, calculates 

FNTP
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+
=)(                             (15) 

4) F1 Score 

The accuracy and precision weighted mean is called the F1-Score. It is expressed by equation (16),  

 







++

=





FNFPTP

TP
ScoreF

2

1
1                           (16) 

B. Performance Analysis 

The simulation results of the suggested WCV-DTRN-EHO approach are shown in Figure 3 to 7. Next, the 

suggested WCV-DTRN-EHO approach is contrasted with WCV-CNN, WCV-DCNN, and WCV-RNN, among 

other current approaches. 
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Fig 3: Accuracy value comparison between the proposed and existing methods 

Fig. 3 shows Accuracy value comparison between the proposed and existing methods. The performance of the 

proposed technique results in accuracy that are 50.52%, 30.72%, 45.96% higher for the classification of 

strength, 40.42%, 57.52%, 49.52% higher for the classification of speed41.42%, 50.72%, 38.41% higher for the 

classification of flexibility, 40.42%, 55.52%, 43.52% higher for the classification of agility, 40.42%, 58.52%, 

47.52% higher for the classification of endurance when compared to the WCV-CNN, WCV-DCNN, and WCV-

RNN models that are currently in use, respectively. 

 
Fig 4: Examination of precision value using both the proposed and existing approach. 

Examination of precision value using both the proposed and existing approach is depicts in Fig 4. The 

performance of the proposed technique results in precision that are 58.52%, 41.75%, 55.92%, higher for the 

classification of strength, 41.42%, 53.52%, 43.57% higher for the classification of speed, 41.42%, 50.72%, 

38.42% higher for the classification of flexibility, 44.42%, 51.54%, 41.43% higher for the classification of 

agility and47.32%, 49.72%, 39.42% higher for the classification of endurance when compared to the WCV-

CNN, WCV-DCNN, and WCV-RNN models that are currently in use, respectively. 

 
Fig 5: Sensitivity value performance using the proposed and existing methods. 
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Sensitivity value performance using the proposed and existing methods is depicts in Fig 5. The performance of 

the proposed technique results in sensitivity that are 50.52%, 41.72%, 53.92%, higher for the classification of 

strength, 41.49%, 53.54%, 43.57% higher for the classification of speed, 41.46%, 50.78%, 38.49% higher for 

the classification of flexibility, 44.43%, 52.51%, 43.58% higher for the classification of agility, 45.42%, 

47.54%, 48.97% higher for the classification of endurance when compared to the WCV-CNN, WCV-DCNN, 

and WCV-RNN models that are currently in use, respectively. 

 
Fig 6: Comparing the F1-score value using the proposed and existing methods. 

Comparing the F1-score value using the proposed and existing methods is depicts in Fig 6. The performance of 

the proposed technique results in F1-score that are 41.57%, 45.79%, 33.54%, higher for the classification of 

strength, 36.43%, 51.59%, 31.52% higher for the classification of speed, 42.43%, 47.71%, 56.49% higher for 

the classification of flexibility, 32.47%, 41.53%, 34.77% higher for the classification of agility and 52.23%, 

42.37%, 46.24% higher for the classification of endurance when evaluated to the existing WCV-CNN, WCV-

DCNN, and WCV-RNN models respectively. 

 
Fig 7: Computational time analysis using the proposed and existing methods. 

Computational time analysis using the proposed and existing methods is depicts in Fig 7. In comparison to other 

current approaches such as WCV-CNN, WCV-DCNN, and WCV-RNN, the suggested WCV-DTRN-EHO 

method offers 170, 280, and 200 seconds of reduced computing time, respectively. 

C. Discussion 

The presented discussion underscores the effectiveness of the proposed Multi-Target Tracking using WCV-

DTRN-EHO method in enhancing various aspects of object tracking performance compared to existing 

techniques such as WCV-CNN, WCV-DCNN, and WCV-RNN. Through comprehensive simulation results 

depicted in Figures 3 to 7, it is evident that WCV-DTRN-EHO achieves significant improvements in accuracy, 
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tracking rate, F-score, precision and computation load. These enhancements demonstrate the method's capability 

to address key challenges in object tracking, including blurry targets, rapid object movements, and dynamic 

background changes, leading to more precise and efficient tracking results. Notably, the method outperforms 

existing techniques across multiple performance metrics, indicating its superiority in terms of accuracy, 

efficiency, and computational time. These findings highlight the potential of WCV-DTRN-EHO to advance 

surveillance systems by providing more reliable and comprehensive object tracking capabilities, thereby 

contributing to enhance security and monitoring applications in real-world scenarios. 

V. CONCLUSION 

In conclusion, the study on target detection in wushu competition video of multi-target tracking is analysed. The 

MADS is a crucial initial stage in the data collection process. Pre-processing involves processing the motion 

data using an inverse unscentred Kalman filter. The results of the pre-processing are sent to the classification, 

which uses the Dual Transformer Residual Network (DTRN) to effectively categorize the motion data's power, 

velocity, adaptability, agility, and endurance. The Elk Herd Optimizer (EHO) is introduced to enhance DTRN, 

which accurately classifies speed, strength, flexibility, agility and endurance. The suggested method is assessed 

using the Python working platform and contrasted with other existing methods.. The proposed method shows 

better results compared with existing WCV-CNN, WCV-DCNN, and WCV-RNN methods. The proposed 

WCV-DTRN-EHO method displays higher accuracy as 97%, lower error rate as 0.05%, greater F1-score as 

98%,precision as 97%, sensitivity as 98%, and specificity as 96%thatis employed in the system's last stage and 

shows that it is capable of precisely identifying the motion of strength, speed, flexibility, agility and endurance. 

Based on the results, it is conclude that the proposed method shows better results compared with existing 

methods. 
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