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Abstract: - The Internet of Things (IoT) is a powerful technology creating revolutions in multiple industries for ex: Traffic and Healthcare 

domains. The patient data collected by continuous monitoring using IoT will support in treating the patients and make a positive impact on 

patients' well-being and increase the efficiency of healthcare workers. It is crucial to be aware of certain drawbacks and risks associated 

with protecting the privacy of the patient data which is one of the major problems being faced in the healthcare domain. Harmful 

individuals/Agencies will use IoT devices to obtain private data of patients. It’s of prime importance to protect privacy in healthcare. To 

improve the privacy of IoT Healthcare data, Geometric data perturbation along with Noise addition is introduced in this study utilizing 

Laplace Noise which comes under the framework of Differential Privacy. To increase accuracy, a deep learning technique Long Short-

Term Memory (LSTM) is applied in this paper. LSTM has proven to be a superior model in accuracy when compared with other models 

like Decision Tree and Naive Bayes.   

Keywords: Internet of Things (IoT); Long Short-Term Memory (LSTM); Laplace noise; IoT Healthcare Data; Differential 

Privacy. 

 

1. Introduction 

Data mining involves gathering vast quantities of accurate personal information, which is subsequently analysed. 

Among the many types of information that fall under this category are shopping patterns, medical histories, credit 

records and many more. 

Having access to such information is a valuable resource for businesses and governments because it aids in 

decision-making and offers social advantages like better health care, traffic prediction, crime prevention, and 

national security. On the other hand, there is a huge risk and challenge that governments and organizations are 

facing in ensuring the privacy of the data is secured, and not falling into the wrong hands and misuse of the data. 

As data mining algorithms can extract sensitive information from unclassified data, there is a high possibility that 

individuals' privacy could be compromised [2]. Since individuals are ignorant of the utilization of data mining 

"behind the scenes," the breach of their privacy that results from secondary uses of data is even more serious. [3] 

The challenging problem is: How can we satisfy the requirements of government bodies/institutions to frame 

guidelines and advance social/organizational/institutional objectives while guarding against misuse of the 

information received?  

With the proliferation of internet-connected devices, social media platforms, IoT devices, and mobile applications 

a huge amount of data is being generated than ever before and being transferred across multiple networks 

consisting of sensitive information.  

With so much data available if integrated well, with the right technologies like Data analytics and AI, there is a 

great opportunity for analysis of the data and use it for the betterment of larger society. 

However, one of the common challenges faced in the process of data preservation is maintaining a fine balance 

between Privacy and Data Utility, as there is a challenge in the efficient retrieval of data and accuracy, in the 

process of improving privacy. 

There have been numerous methods proposed earlier in data privacy preserving which have greatly advanced the 

field of data privacy-preserving and there is a growing need for finding efficient ways in data preserving that are 

suitable to the current digital world where security is not at the last mile but at every stage of the data pipeline, 

compliant with privacy regulations and standards, fast, less resource intensive, scalable and adaptive to different 

kinds of data.  

Techniques that have been identified in the past and proven effective in real-world applications and integrate well 

with groundbreaking latest technologies like machine learning and AI.  

The current need of the hour is to identify a solution that will provide a privacy guarantee to the sensitive data 

generated across multiple sources and also leverage current groundbreaking technologies like Machine Learning 
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and Artificial Intelligence. 

Considering the above factors, extensive exploration was done on multiple privacy-preserving methods Et al. 

[58,59,60,61,62,63,64 & 65], of which Geometric data transformations (GDTM) and Differential Privacy (DP) 

methods have been identified, for below mentioned reasons. 

GDTM methods can be applied to data of different natures and scales, efficient in providing data privacy at edge 

level in the cloud, but they do have their challenges like loss of information if not done right.  

Differential Privacy provides a finer level of control to the data by usage of techniques like noise magnitude and 

has been extensively used in real-world applications.  

We have amalgamated the above two methodologies into one, to enhance data privacy. As cited earlier, in the 

process of enhancing data privacy there is a risk of a decrease in data accuracy which calls for identifying 

methodologies to increase the accuracy of data retrieval, flexible, versatile, effective in handling noisy data, and 

delivering state-of-the-art performance. 

After extensive analysis by Et al. [54,55,56,57], LSTM (Long short-term Memory) a deep learning technique has 

been identified for improving data accuracy, which not only meets the criteria mentioned but also addresses the 

vanishing gradient problem faced from traditional traditional RNNs and helps in efficient data accuracy. 

In this research, a multidimensional geometric data perturbation method along with an optimized noise addition 

is proposed to increase privacy and a deep learning technique for improving privacy. The proposed technique can 

be employed for numerous types of popular data mining methods. 

The block diagram of the processes involved in the proposed research is shown in Figure 1.  

The current paper has been organized into the following stages:  

● Stage 2 focuses on the works based on privacy protection from the previous research, 

● Stage 3 proposes the methodology,  

● Stage 4 summarizes the results obtained, and  

● Stage 5 conclusion of the current paper research and its findings. 

 

Figure 1. Workflow of the proposed methodology 

2. Literature Review 

When it comes to protecting user privacy, X. Zhang et al. [7] developed an anonymization method that is 

multidimensional and scalable based on MapReduce. In this instance, a scalable median-finding approach to 

incorporate the histogram technique for tuning the recursion's fineness was used. Using a multidimensional 

anonymization methodology, this approach boosted scalability and reduced costs, but it required more research 

into evaluating privacy protection for huge datasets to be truly scalable. 

Adaptive Utility-based Anonymization (AUA) was developed by J.J. Panackal and A.S. Pillai [8] as a smart first 

step toward preserving privacy. This method included numerous data sources and suppliers to personalize the QI 

characteristics for each user. A version of the model was anonymized so that it could provide the most benefits to 

users while still protecting their privacy (through k-anonymity), and so that as much data as possible could be 

made available to end users. 

A technique for anonymizing data was created by Can Eyupoglu et al. [9], which maintains privacy while still 

making use of massive datasets. This method's scalability and practicality were evaluated by applying it to datasets 

of varying sizes. In this scenario, the data was disrupted with a chaotic function before being made public. When 

compared to other algorithms, this one has better results for the Kullback-Leibler divergence, F-measure, and 

precision. 

To maintain confidentiality while maximizing data use in distributed and incremental datasets housed in the cloud, 
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X. Zhang et al. [10] developed a quasi-identifier index-based method. Quasi-identifiers were used to represent the 

anonymized data for the sake of efficiency. The method made use of computation-intensive programs to process 

big data, but it didn't factor in privacy-aware efficient scheduling for things like cloud-based data anonymization 

or the initiation of cloud-based privacy preservation. 

With their polynomial-time approach, B. Srisungsittisunti and J. Natwichai [11] solved the problem of maintaining 

confidentiality. In this case, the computational complexity was drastically reduced while still guaranteeing the 

best possible outcome. When compared to other techniques for protecting individual privacy, this one is both 

successful and efficient. The method did not make an effort to investigate the complexity of requesting specific 

data. Operations like adding, removing, or querying the dataset still faced the huge hurdle of the concurrency 

control issue. 

Using m-signature and fuzzy processing, J. Le et al. [12] developed a system that protects users' anonymity. Fuzzy 

processing was used in this strategy so that sensitive information may be kept secure while still being useful. This 

approach used a heuristic algorithm to perform update operations, which helped to minimize data loss when 

implementing the published information. When it came to revoking anonymity and linking specific data, the 

method also proved to be more secure. Updates to the privacy protection model can be carried out using the greedy 

heuristic method, the Niching evolutionary algorithm, or the Ching divination system. 

To provide sufficient privacy protection while maximizing data value, Aldeen, Y.A.A.S., et al. [13] developed an 

anonymization technique that makes use of distributed and incremental datasets. In this methodology, the strategy 

is to implement privacy security in the most efficient way feasible, by making use of incremental and 

geographically separated information. The performance hit can be fine-tuned using the progressive anonymization 

method and aggregated anonymized datasets were used to keep data secure and private. 

To ensure users of cloud services meet privacy standards, C. Liu et al. [14] developed a comprehensive privacy-

preserving architecture. In this, your queries, your data, and even your storage locations are all kept secret thanks 

to the clever use of key-value query processing. Here, we develop a way to protect one's anonymity by employing 

a default approach based on commutative encryption. By striking a good compromise between security and 

performance, query speed was improved while keeping the cost of commutative encryption to a minimum. The 

study compared the practicability and efficiency of two distinct methods of implementation. This method did not 

work with more complicated queries like semi-join queries. It's also worth noting that the method didn't include 

any further cryptographic mechanisms to beef up the security of the framework. 

These techniques have developed from a straightforward procedure for a single attribute to multi-attribute 

techniques, and they typically call for the creation of a dedicated transformed database for secondary usage. Since 

these techniques always add a noise factor to the mean zero, there is never any bias in calculating the mean. The 

two primary categories of approaches that depend on the data perturbation method are the probability distribution 

class and the fixed-data perturbation class. The original database is replaced with a different sample from the same 

distribution or with the distribution itself when using the security-control strategy in the first class. However, the 

second class that has been studied in the literature has only been created for categorical or numerical data. The 

methods for the second class are the main topic of this research. 

In their most basic form, fixed-data perturbation methods involve introducing some noise term e to a secret 

attribute X to cause the disturbed attribute Y. With this technique, each attribute in a database with several 

attributes is altered independently of the others. Y = X + e, where e is taken from a probability distribution with 

the mean value of 0 and a known variance to the data, is the general description of this method. These techniques 

fall under the category of additive data perturbation (ADP). ADP techniques are not the only ones that can be 

utilized to generate aggregate statistics by preserving the people’s privacy indicated in a database; Multiplicative 

Data Perturbation (MDP) is another option. In such an approach, the disturbed attribute Y is defined as Y = Xe 

for a single confidential attribute X, in which e contains a mean value of 1.0 and a set variance. Bias is not present 

in calculating the mean because the average for e = 1.0. Every attribute is independently distracted from other 

characteristics when using the MDP method to alter multiple confidential attributes. Even though it is impossible 

to calculate the original values exactly for a single data record, it is a novel reconstruction approach to reliably 

estimate the distribution of the original data values. While it is inevitable that some information will be lost during 

the distribution reconstruction process. 

Et Al. [66] Geometric data perturbation (GDP) methods have proven to be highly successful and Kanmaz has 

achieved a better privacy by using GDP along with random number generators using static data.  

The sensitivity of a laplace function provides an upper constraint on the amount that its output needs to be changed 

for us to maintain our privacy, that is to say. The sensitivity of the laplace function acquires the magnitude due to 

which an individual's information varies the function f in the worst case. As a result, the introduced response’s 

uncertainty hides the single individual’s participation, which is represented by the l1 sensitivity of the laplace 

function. So, in our research, the laplace noise is considered for efficient data perturbations.  

In geometric data perturbation methods, due to the better noise creation nature of Laplace noise, the privacy is 

preserved better. In the proposed research, considering the nature of laplace noise and geometric data perturbation, 

laplace noise is used after rotation and transformation techniques.  
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3. Methodology 
3.1. Objectives:  

● To provide a data publishing method with excellent privacy and attack resistance that is independent of the data 

set and applicable to various numerical properties. 

● To minimize the time required in a distributed environment to train a model with IOT HealthCare data. 

The implementation steps used in the proposed work:  

Step 1: Select IOT Healthcare data. 

Step 2: Identify the Sensitive attributes from the database. 

Step 3: Apply Rotation on Sensitive attributes. 

Step 4: Apply Scaling on Sensitive attributes 

Step 5: Apply Translation on Sensitive attributes. 

Step 6: Add Laplace Noise to the Sensitive attributes. 

Step 7: Train the Model and evaluate the performance between the original dataset and perturbed dataset using 

LSTM model. 

Seep 8: Configure ICA (Independent Component Analysis) to evaluate the attack resistance. 
3.2. Geometric data transformations 

Post removal of sensitive data, the published data may have additional information linked with other datasets for 

re-identifying the original data individuals. Hence, geometric data transformation is employed to preserve some 

sensitive attributes. Data transforming techniques are applied in sequence starting with the rotation of the data, 

scaling of the data, and translating of scaled data and finally adding an optimized noise to the data to increase the 

privacy of the data. 

Representation of the steps explained in the formula below: 

  (1) 

a) Rotation 

Given challenges with the random rotation or projection matrix techniques, in terms of decreased data distance 

preciseness, the random rotation matrix is a good choice when it comes to maintaining data distance precisely, 

where data is rotated in an N-dimensional coordinate system on a chosen axis. 

b) Translation and Scaling 

The next step is scaling of the data and then the translation of data. In this method, features are Standardized by 

scaling the data to unit variance, and removal of the average is performed. Eliminating the mean and scaling to a 

unit variance are two methods for standardizing characteristics. 

c) Laplace Noise 

After completion of the above steps, an optimized noise (Laplace noise) is added to the data. The Laplace 

distribution is defined by two parameters: location parameter μ (mean) and scale parameter b (spread) and 

distribution peak is stronger and tails are fatter. 

The general expression for the work on additive noise that was first publicized by Kim [12] is as follows. 

Z=X+ε                         (2) 

Where Z indicates the transformed data point, X indicates the original data point, and ɛ indicates the random 

variable (noise) with a distribution e ~ N (0, σ2). After that, it is added to X. Finally, X is replaced with the Z for 

the published data set [13]. 

4. Results and Discussions 

LSTM has been used to improve the accuracy. To evaluate the performance of the LSTM model below metrics 

have been used:  

Precision: Precision is a measure of the accuracy of positive predictions. Higher precision indicates fewer false 

positives. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+ 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
                (3) 

Recall: Recall measures the ability of a model to correctly identify positive instances out of all actual positive 

instances. Higher recall indicates fewer false negatives. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+ 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
        (4) 

Accuracy: Accuracy measures the overall correctness of predictions made by a model. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝐹𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
           (5) 

4.1. Dataset Description: 

The following parameters of the patient are transferred through IOT sensors to the central database in the form of 

packets:  
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● Body Temperature,  

● Glucometer,  

● Mouth Airflow,  

● Blood pressure,  

● Pulse Oximeter, 

● EMG,  

● ECG Monitoring,  

● Infusion Pump and 

● GSR 
Table 1. Dataset Description 

 
● Dataset link: 

Click here to Access the dataset  

 
Figure 2. Sample Dataset of IOT Healthcare data 

4.2. Feature Selection and Extraction 

Once the dataset is loaded, feature selection and extraction of data is done. This is mainly used to extract the 

required features and remove the recurring and unwanted features. After feature selection and extraction, the 

resultant data set is represented in Figure 3, (The number of columns has been reduced from 52 to 33) and the 

related correlation coefficient heat map (shows the relationship between variables and patterns or dependencies 

within the data.) is shown in Figure 4. 
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Figure 3. Dataset after feature selection and extraction 

 
Figure 4. Correlation Coefficient Matrix (Heatmap View) 

4.3. Geometric Data Perturbation 

For the data obtained post-feature selection and extraction, the geometric data perturbations have to be performed 

on the dataset, which consists of rotation of the data, scaling of the data, and data translation, and adding of laplace 

noise.  
4.4. LSTM 

Long Short-Term Memory (LSTM) is a type of Recurrent Neural Network (RNN) capable of learning and 

remembering information over time, handling large volumes of data and ideal for big data applications, Model is 

trained iteratively over multiple epochs, with the parameters gradually adjusted to minimize the loss function and 

improve predictive performance. 

 

 
Figure 5. LSTM Model Summary 

 
Figure 6. Training of LSTM Model 
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Figure 7. The learning curve of the LSTM Model 

4.5. Performance Evaluation of LSTM vs Other Models 

It’s important to evaluate the LSTM model with methodologies like Decision Tree and Naive Bayes. The 

comparison of the model’s performance with laplace noise vs LCG vs Gaussian noise is shown in Table 2. 
4.6. Attack Resistance  

Now there is always the probability of attacks on the dataset. Even after the application of novel techniques like 

laplace noise, attacks are probable. The attack resistance probability has to be evaluated and this is done using 

techniques like ICA, more details can be found in Table 3  

Accuracy Comparison Results: 
Table 2. Accuracy Comparison of LSTM with other Classifiers 

Model Laplace Noise Gaussian Noise  LCG Noise 

LSTM 0.8500 0.7866 0.7868 

Decision Tree 0.7692 0.4960 0.7834 

Naïve Bayes 0.8311 0.5621 0.5213 

 

 
Figure 8. Accuracy Comparison Graph of LSTM with other Classifiers 

 
Table 3. Attack Resistance Results 

 
Table 4. Average execution time to generate the noise 

Data Set  Noise Algorithm Execution 

Time 

IoT 

Healthcare 

Laplace 2960 

LCG 3497 

Gaussian  3616 
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Figure 9. Average execution time to generate the noise. 

5. Conclusion 

We propose a new technique that integrates geometric data transformation with an optimized noise (laplace noise) 

for increasing data privacy and an LSTM model for improving Accuracy.  

The suggested solution's performance assessment has been trained and tested with an IOT Healthcare data set 

(high in Velocity and Variety) using three different data privacy mechanisms, Laplace, LCG, and Gaussian noise 

methods along with GDTM. 

The results have been compared with predictive Accuracy, defence against attacks (ICA), and speed of execution. 

A significant improvement in the Accuracy has been observed with the data privacy-preserving technique using 

Laplace noise and LSTM technique when compared with other Models and privacy-preserving techniques. 

The average execution time to generate the laplace noise is faster when compared with other noise-generating 

techniques, which is a good factor to consider in real-time scenarios where speed matters in providing privacy. 

The ICA results (Attack resistance) of the data have shown promising results with the Laplace mechanism when 

compared with LCG and Gaussian noise-generating techniques. 

6. Future Work 

There is a scope for improving the accuracy of the current privacy-preserving techniques by using advanced deep 

learning techniques like BERT, Attention Mechanisms, and gated Recurrent Units (GRUs) which are 

parallelizable architectures, making them more efficient unlike the LSTM networks which process data 

sequentially, especially for processing long sequences,  

While numerical and textual data are important, image data is also equally important when it comes to preserving 

privacy, hence as a next step in my future work I would like to focus on Privacy-preserving of image data using 

the latest techniques in differential privacy or federated learning techniques.  
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