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Abstract: - This paper describes the characteristics of the Room Impulse Response system for an exponential signal in presence of different 

noises. Traditionally Room impulse response function used for acoustic applications. Characterization of this system helps to develop its 

new applications. The room impulse response system is characterized using frequency domain analysis. To obtain the phase and magnitude 

responses, the spectrum for an exponential signal is computed and then convolved with a room impulse response system. Further the signal 

is exposed to the noise and then convolve it to the system and get the output for different signal to noise ratios. This whole simulation 

executes in MATLAB. It is discovered that the Room Impulse Response system exhibits a low pass filter magnitude response and a peace-

wise linear phase response when an exponential signal is applied in the presence of different noises. For varying noise levels, more parallels 

in the Room Impulse Response system's phase and magnitude output were discovered. This technique characterizes Room Impulse 

Response for exponential signals in noisy environment. A model to implement Room Impulse Response function as system also provided. 

Here Room Impulse Response function used as system and it is completely characterized for exponential signal in AWGN, Exponential, 

Rayleigh, Poisson noise. This work opens up entirely new uses for the Room Impulse Response system, like low pass and band pass 

filtering. 

Keywords: Transfer function (TF), AWGN, Exponential noise, Rayleigh noise, Poisson noise, FIR filter, Room Impulse 

Response (RIR). 

 

 

I.  INTRODUCTION  

Room Impulse Responses (RIR) defined as the overall transfer function between any two places in a closed area. 

RIR can be divided into three parts Direct sound, Salient reflections and late reverberations for direct dependent 

room acoustic analysis. Traditionally this room impulse response is used for applications such as acoustic eco-

cancellation, feedback cancellation and acoustic noise cancellation. A voice separation system that uses the 

frequency domain blind source separation technique has been developed recently with room impulse response is 

given in [1]. Researchers have been interested in blind source separation (BSS), which is the recovery of original 

source signals from observed signals without knowledge of the mixing process. Numerous applications of BSS 

include strong speech recognition, high-quality hearing aid equipment, crosstalk separation in telecommunication, 

robust speech augmentation in noisy environments, and the analysis of biological signals like magneto 

encephalograph (MEG) and electroencephalograph (EEG). The underlying presumption of the BSS problem is the 

statistical independence of the source signals. 

Characterization of RIR for an exponential signal of varied width in a noise free environment given in [2]. A Spatial 

room impulse response calculation technique use to capture the direct sound, reflections and the reverberations. 

Direct and residual subspace decomposition for special room impulse response given in [3]. A technique to generate 

fast-diffuse RIR based on neural network for a given acoustic environment provided in [4]. Acoustic source signal 

travels as a spherical wave wavefront, a method using the geometric techniques to model the observed signal with 

image source method is provided in [5]. An estimation technique of the low rank room impulse response provided 

in [6]. Acoustic and audio analysis are necessary for sound field control in order to rebuild the sound field of a 

room. A spatio-temporal Bayesian regression for RIR reproduction with spherical waves provided in [7], where the 

performance given with experimental measurements and it also provides their comparison to classical Bayesian 

reconstruction methods. An improved room impulse response estimation technique for automatic speech 

recognition provided in [8]. A technique to evaluate dataset of re-transmitted speech background noise and real 

room impulse response given in [9]. Room impulse function depends upon many parameters such as temperature, 

distance between the loudspeaker and microphone, Reflection coefficient of the room, size and shape of the room. 
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Room impulse response function in different rooms provided in [10]. Blind source separation is a challenging 

problem in real-world environments. When there are several sources and extremely reverberant settings, this 

problem gets harder. One approach to source signal separation is given in [11] which, when combined with other 

signals, uses the higher order frequency relationships of the source signals to separate them. 

 

 In a room, the transfer function (TF) between two points represents the RIR. Rooms with different dimensions have 

their different RIR. The RIR is varies for different reflection coefficient of the walls of room and it also change by 

changing the separation between the loudspeaker and the source of the sound. In this paper, we have presented an 

image method which incorporates all these parameters to find the RIR. In many rooms acoustic signal processing 

applications, RIR identification historically required to get rid of unwanted effects like feedback, reverberation, and 

echo. Usually, an adaptive filter driven by an audio or voice input signal is used to do this. The recent application 

of room acoustic signal enhancement by incorporating the prior knowledge of the RIR for regularization is given 

in [12]. By using the affine projection algorithm (APA), normalized least mean square (NLMS), and recursive least 

square (RLS), there are numerous options for the regularization parameter have been proposed in [13], [14]–[21]. 

Perhaps the most well-known application, acoustic feedback suppression [22], acoustic echo cancellation with 

neural networks is given in [23], [24] whereby the prediction of an echo component contained in a microphone 

signal requires a RIR estimation.  

 

 In this paper, RIR function use as a system and its phase and magnitude characteristics are obtain using an 

exponential signal as the input. Further this system is test in presence of AWGN, Exponential, Rayleigh, Poisson 

noise. The signal to noise ratio maintains between +5dB to -4dB. An FIR structure is also proposed to implement 

the room impulse response system.  

II. IMAGE METHOD TO ESTIMATE ROOM IMPULSE RESPONSE  

The acoustic properties between two defined places of the source and receiver are implied by the impulse response, 

or TF, of an enclosed room. They contain details about both reflected and direct sounds. A RIR is represented by 

TF between a loudspeaker and a microphone in a room when they are placed close to one another. In a room, the 

loudspeaker signal takes multiple routes before arriving at the microphone. A portion of the energy from the 

loudspeaker is directly absorbed by the microphone in the wave front of the sound energy, but the remainder of the 

energy travels to the microphone through numerous reflections from the room's walls. The echoes of the initial 

sound wave are these portions of the sound wave's energy. The echoes arrived at the microphone at varying times. 

These echoes leave the sound source in the form of waves, moving at a constant speed and temperature.    

  

 We present the schematic diagram to calculate the room impulse response in figure1. Where a1 and a2 represent the 

two virtual sources in positive and negative x direction for the two echoes and these two echoes are reaching to the 

microphone. We can also expand this scheme in y and z direction to obtain this scheme in three dimensions. The 

middle rectangle in figure1 represents the room and boundaries of that rectangle represent the walls of the room. 

The other rectangles represent the mirror image of the room. In those mirror images, we show the virtual sources 

a1 and a2 from where the microphone perceives that the sound is coming if it does not go through any reflection. 

Extending the vector that extends from the wall to the microphone in the room's mirror image will yield the virtual 

source's location. Using the calculations below, we can get the virtual source's coordinates and the virtual source's 

distance from the microphone. 
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( ), ,a a ax y z  is the coordinate of the sound source, ( ), ,b b bx y z  is the room's length in x,y,z-directions. The 

location of the ith order virtual source is calculated by adding an integer i for that virtual source. If the virtual source 

represents the source for single reflection rays in x direction, then i=1 and if it represents the ray which undergo the 

double reflection then i=2 and so on. In the event that i is negative, the virtual source is situated on the negative x-

axis; conversely, if i = 0, the virtual source is the real source. The separation between microphone and ith virtual 

sound source is represented as ( )ijkd  and the coordinates ( ), ,c c cx y z  represent microphone's position. 

 

 
Figure1 Different echoes between microphone and loudspeaker. 

 

After that, each echo's unit impulse response was estimated with the proper time delay to correspond to its audibility 

at a given location and room temperature. At last, the magnitude of each echo calculated for the unit impulse 

response. The amplitude of each impulse is attenuated because of the total distance travel by the impulse from 

microphone to source and due to reflection coefficient of wall. The amplitude of each echo attenuates with the 

inverse of the distance travelled by that echo before reaching to microphone. If the wall’s reflection coefficient in 

x direction is represented by ri then the total attenuation will be ei = ri / di.  The magnitude of the impulse can be 

estimated for three dimensions case as: 

 

i jk i jk ijke b r=
      (5) 
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=
                                                                               (7) 

 

where rw is the wall reflection coefficient. 

 

 In this way, the magnitude and time of each echo estimated as it is listened from a particular location in a room. If 

we calculate each echo at t = di / ci then that echo can be represented by an impulse. Where c represents the velocity 

of sound at a particular temperature and i represents the index for ith virtual source in x direction. By taking the 

summation in all three directions, we can get the total impulse response of the room. We put all the above 

information together with an one-dimensional time function then this will be RIR.  
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The temperature is represented by T in (0C).  In equation (8) impulse response made discrete by sampling. The 

discrete time will allow us to use it as finite impulse response filter (FIR) for simulating it [25]. Finally, we have 

RIR in discrete time as:  

 

( )
l l l

i jk

i jk

i l j l k l s air

dn
h n e a

f c=− =− =−

 
= − 

 


                        (10) 

 

Where l=|i|+|j|+|k| represents sound wave’s total number of reflections, 𝑒𝑖𝑗𝑘represents the each echo magnitude, 

which depends upon attenuation got by the each echo while completing the different distances and with 

consideration of reflection coefficient of the walls, n represent the sampling time, 𝑓𝑠 represents the frequency of 

sampling, 𝑑𝑖𝑗𝑘  stands for distance travelled by each echo, 𝑐𝑎𝑖𝑟is the sound velocity, i represents index for ith virtual 

source at positive x, j represents the index for jth virtual source at positive y, k represents the index for kth virtual 

source at positive z. Figure2 is a simplified illustration for the typical form of RIR. n Figure 2 the lower order, early 

reflection and the direct sound impulses are clearly shown. After that the impulses of RIR are denser so that the 

discrimination between the individual impulses cannot be made easily. Denser part of RIR known as reverberation 

tail. The sound intensity will drop with the square inverse of distance travelled 1/r2 by the sound wave. Here we 

have to consider a point significantly that the measurement of RIR by real instruments always done with a running 

time window due to the low pass characteristics of it. So all RIR curves shows same envelopes up to no absorption 

or dissipation occurred. Consequently in the running time window the energy overtime is constant.  

 
Figure 2 Room impulse response 

III. SYSTEM MODEL 

In this section, we have proposed a direct form structure to implement RIR as shown by the equation (10) and this 

structure could be integrated in the form of the filtering core [18]. We have used the direct structure to represent the 
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filter because the direct structures are very easy to implement and have lower complexity. If we have M distinct 

values for 
p

then this structure requires 
MM number of memory elements, 

MM M−  additions and 
MM

multiplications are required per output point. The input 
( )a n

is the sequence in which all samples are having value 

equal to zero except the sample number as 
𝑑𝑖𝑗𝑘∗𝑓𝑠

𝑐𝑎𝑖𝑟
. On these sample numbers, the value of 𝑎(𝑛) is equal to one and 

𝑎(𝑛) is applied to the input of the filter with the sampling frequency fs. 

We can write equation (10) as: 
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(11) 

In figure3, we have presented a scheme to construct the architecture given in equation (11) for fs = 1 Hz. To construct 

the architecture, we have used the direct form structure which is given in [25], [26]. Each block can be made by the 

structure shown in figure 4 for all values of i and one combination of j, k for that block. The next block of figure3 

can be made by taking the next combination of j, k for figure4 and so on. In this way, we can construct the whole 

architecture of RIR.  

 
Figure 3 The proposed FIR structure for room impulse response for i = -1, 0, 1. 
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Figure 4 Proposed structure for one block shown in previous figure3 for all j, k combinations. 

IV. MATHEMATICAL MODEL  

As we discuss previously, we can model our RIR according to the equation (10). For a large number of reflections 

of sound wave through the walls of the room the RIR coefficients generated are also very large. In this situation it 

is very difficult to study the RIR because the mathematical expression at that time is very complex and the 

visualization between different output characteristics of the RIR is very complex and the observations are very 

difficult. To reduce the complexity of the system and to determine the nature of the different sets of the output and 

to get the conclusion, RIR with few coefficients as parameters given in table 1 is calculated. Here l=1took, while 

𝑖 = 1, 𝑗 = 𝑘 = 0. This RIR is plotted in figure 5. 

 

Table 1: Different Parameter for determination of RIR 

Loudspeaker’ location in meters 4,4,4 

Microphone’s location in meters 3,3,3 

Room Length, Hight, Width in meters 5,5,5 

Temperature of room in 0C 27 

Virtual source order 1 

Sampling frequency in Hz 440 

Room wall Reflection coefficient  0.3 

 

 
Figure 5 Room impulse response 
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We can expand the equation (10) by taking the values of 𝑖=1, 𝑗=𝑘=0 as mentioned above. Now to calculate RIR, 

we first obtain the values of n for which the impulses are present for the different values of 
, ,i j k

. The different 

values of n for the values given in Table1 are as: 
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These index values of n  give the values for corresponding ( ), ,i j k . For these 𝑖, 𝑗, 𝑘 we calculate the different values 

of  ( )eijk which are given as: 
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e
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 
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If we add all the values of error indexed by the particular value of n then we get the RIR for that particular value of 

n. For example, to obtain the value of RIR at n=11. We have to add up the values 0.0369, 0.0118, 0.0118, 0.0111 

and 0.0111 respectively and finally obtained 0.0827, which is the value of RIR at n =6. According to this, the RIR 

become as: 

 

h(n) = [0         0    0.7071         0    0.1897    0.0919    0.0353    0.0046         0    0.0849    0.0827    0.0302         

       0    0.0091    0.0243         0    0.0021]                                   (14) 

 

We have plotted the phase and magnitude spectrum of ℎ(𝑛) in figure6 and figure7 respectively. 
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Figure 6 Magnitude plot of ℎ(𝑛) 

 

 
Figure 7 Phase plot of ℎ(𝑛) 

V. EXPONENTIAL SIGNAL 

Exponential signals are widely used to study the basic behaviour of the system in signal processing and control 

systems and to study the RC characteristics of a network. Exponential signals are widely used in engineering, 

economics and physics. Exponential signals are defined as Real exponential signal and Complex exponential signal 

and its mathematical equation given as below: 

( )( ) j tx t Ae  +=
                                       (15) 

A represents amplitude. 

e represents base of the natural logarithm. 

α and β represents real numbers. 

j represents imaginary unit  

t represents time. 

VI. PHASE AND MAGNITUDE RESPONSE H(N) FOR EXPONENTIAL SIGNAL 

To calculate the response of a RIR for exponential signals, The exponential input defined as: 
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The total input sequence length is thirty-two samples taken for calculation. The output 
exp ( )ai n

 for RIR ℎ(𝑛) for 

the given exponential inputs given as: 
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VII. RIR SYSTEM CHARACTERISTICS IN NOISY ENVIRONMENT 

Here the output of RIR system is analysed for input exponential signal in presence of four different commonly used 

noises. To study a communication system, to find out the response of the system, to make adjustments in our 

transmitted signal there are generally four types of noises are studies. These are AWGN noise, Rayleigh noise, 

Poisson noise and Exponential noise. Figure8 shows the block diagram used to characterize the RIR system. 

 

 

 

 

 

 

 

Figure 8 Scheme for analysis of RIR system in noisy environment 

VIII. AWGN NOISE  

Additive White Gaussian (AWGN) generally produced in a communication system due to the random disturbances. 

AWGN is generally used to model the overall noise characteristics of a communication system. AWGN has flat 

frequency spectrum so its power equally distributed in complete spectrum of the noise. The noise power can be 

calculated by its variance for a system. AWGN noise used to model the real-world noise mathematically. To study 

a system AWGN noise generally used to characterise that system or to find the system behaviour in presence of 

noise.  

In this paper AWGN is used with zero mean and its power spectral density given as:  
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1
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Here we take mean = 0 

 

         Signal to noise ratio = 

2

10 2
10log

aw

A



 
 
 

                                                                    (23) 

 

A = Amplitude of the signal 

 

It is clearly observed from the figure 6 that the energy in the main lob of the output is decreases on decreasing signal 

to noise ratio (SNR) from +5 dB to -4dB. 

 

 
Figure 9 Magnitude plot of RIR system for different signal to noise ratio for AWGN 

 

 
Figure10 Phase plot of RIR system for different signal to noise ratio for AWGN 

IX. RAYLEIGH NOISE IN COMMUNICATION SYSTEMS 

When signal propagates through a wireless medium then a random variation in amplitude due to the scattering is 

generally called Rayleigh noise. From the transmitter to the receiver Rayleigh noise is basically the scattering effect 

on the electromagnetic waves by the small objects in the propagation medium. When the wave travelling from 

transmitter to the receiver in the propagation medium, between the path wave scatters and it reaches to the receiver 

by following the multiple paths and it make the fading at the receiver. A special case of two wave with diffuse 

power feeding is called Rayleigh fading in wireless communication systems. The Rayleigh fading has significant 

effect and in many cases it drops the signal power to zero, which creates error in data transmission. The power 

spectral density function for Rayleigh distribution is given as:  
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            A = Amplitude of the signal 

 

 
Figure11 Magnitude plot of RIR system for different signal to noise ratio for Rayleigh noise. 

 

 
Figure 12 Phase plot of RIR system for different signal to noise ratio for Rayleigh noise. 

X. POISSON NOISE 

Poisson noise commonly analyse in an optical communication system. In an optical communication system when 

the signal is generated in the form of light the noise is occurred due to the random behaviour transmitted photons 

travelling in the optical medium and arrive at the receiver in a random manner.  

The power spectral density function for Poisson distribution is: 

( )
n

poif n e
x


=

                           (26) 
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                                              Signal to noise ratio = 
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A= Amplitude of the signal 

 

 
Figure 13 Magnitude plot of RIR system for different signal to noise ratio for Poisson noise. 

 

 
Figure 14 Phase plot of RIR system for different signal to noise ratio for Poisson noise. 

XI. EXPONENTIAL NOISE 

The source of Exponential noise in a communication system are interference, shot noise, thermal noise and other 

random processes by which random variations in the signal amplitude occurred. The power spectral density function 

for exponential distribution is: 

        
exp

1
( )

n

f n e


=

                                      (28) 
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                      (29) 

 

A= Amplitude of the signal 

μ=  mean
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Figure 15 Magnitude plot RIR system for different signal to noise ratio for Exponential noise. 

 

 
Figure 16 Magnitude plot of RIR system for different signal to noise ratio for Exponential noise. 

XII. CONCLUSION 

Here RIR system is successfully characterize in terms of magnitude and phase spectrum for exponential signal in 

presence of different noise. Figure 9 & 10 shows the output of RIR system for AWGN noise. It is clearly observed 

from figure 9 that the shape of magnitude remains low pass filter for signal to noise ratio +5dB to -4dB, but peak 

value of the output curve is decrease on decreasing the signal to noise ratio. Energy in main lobe of magnitude plot 

is also decrease with the signal to noise ratio. Figure 10 shows that the phase characteristics of RIR system are 

minimum phase which required for a stable system. Phase characteristics are piecewise linear also and they have 

no significant change with noise. This same phase and magnitude response of RIR for the Rayleigh noise shown in 

figures 11&12, for the Poisson noise shown in figures 13&14, for the Exponential noise shown in figures 15&16. 

In future by using this characterization, RIR system can be used for low pass, band pass filtering and for frequency 

separation in noisy environment. 
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