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Abstract: - Demand for Internet of Things (IoT) products is increasing worldwide, and many startups are involved in IoT product 

development. Reworks in product development are significant problems these startups face, impacting their productivity and long-term 

survivability. The repercussions of reworks and the need to avoid or minimize them in IoT product development in startups make it crucial 

to find the factors leading to reworks. This paper presents a Delphi study conducted among thirty-three experts working in IoT product 

development in startup companies to identify the factors causing reworks in IoT product development in startups. This study identified 

forty factors that lead to reworks, and categorized them under nine groups. This study sheds light on the important factors that lead to 

reworks in IoT product development in startups. The findings of this study will be helpful to startups working in IoT product development 

to be aware and mindful of major rework-causing factors. 
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I.  INTRODUCTION 

Internet of Things (IoT) based products find wide application in different sectors like healthcare, agriculture, 

education, automobiles [1]–[7]. Startup companies have many opportunities in IoT product development due to the 

scope for further innovation due to rapid technological advancements and the rise in demand for niche IoT products 

that large companies may not be attending. Startup companies that work on developing IoT products not only have 

many opportunities but also face many challenges. With the fast technological advances, the life cycle of IoT 

products is decreasing, necessitating rapid product development. Only companies that can cycle through product 

development quickly and deliver quality products that are more advanced and useful than their competition can 

hope to survive in this era of Industry 4.0. Product development teams will have to be more flexible and 

accommodating to late change requests from customers and management. These change requirements and other 

complications bring about one of the most critical but under-addressed challenges in product development: the 

reworks. 

Rework is defined as "the unnecessary effort of re-doing a process or activity that was incorrectly implemented at 

the first time" [8]. Reworks present considerable challenges to product development and can even have catastrophic 

consequences [9], [10]. Reworks usually lead to significant cost, quality, and schedule problems in product 

development projects and negatively affect employee morale [11]–[14]. Foreseeing rework is challenging because 

of the complexity and interdependent nature of events that precede it [15], [16] and the uniqueness of each project 

[17]. Even though many studies have tried to uncover the causes and effects of reworks and on practices and policies 

aimed at reducing reworks, it remains one of the most enigmatic problems in product development projects. 

Rework is a critical factor that affects product development companies and can significantly influence the 

performance and even the survival of startup companies [18], [19]. The effect reworks have on companies' 

performance has interested practitioners and researchers alike. Previous studies have tried to find the factors that 

lead to reworks and develop policies and practices that can help reduce reworks in projects [20]. However, rework 

remains a big problem for companies developing complex products like IoT devices, and it is a factor that can cause 

the failure of a project, especially for startups where their access to resources is very limited. There is a need for 

more studies to unearth the causes of reworks, especially in the context of startups, to mitigate its adverse impacts 

on product development projects. This research endeavours to find the causes of reworks in startup companies 

developing IoT products by conducting a Delhi study among experts who have experience in and are also working 

in IoT product development in startup companies. 

The remainder of this paper is systematized as follows. Section II discusses the significance of reworks in projects. 

Section III describes the methodology, the Delphi method adopted for conducting this study. Section IV details how 

 
1 School of Management Studies, Cochin University of Science and Technology, Kochi, Kerala, India. akhilmaliekkal@gmail.com 
2 School of Management Studies, Cochin University of Science and Technology, Kochi, Kerala, India. jagathyraj@gmail.com 
* Corresponding Author Email: akhilmaliekkal@gmail.com 
Copyright © JES 2024 on-line : journal.esrgroups.org 



J. Electrical Systems 20-7s (2024): 2280-2293 

2281 

the study was conducted, and section V explains the results and discusses their significance in relation to the existing 

body of knowledge. Section VI concludes the paper and discusses the scope for future work. 

II. LITERATURE REVIEW 

IoT products are usually a network of interconnected devices with sensors, processing capability, software, and user 

interface components that communicate with and exchange information with other devices that are part of its 

system. The IoT product development projects are usually complex, and as in the case of the any complex product 

development projects, they are also prone to reworks. The need to rework exists in almost all projects due to various 

reasons like changes in requirements, errors in work done, and obsolescence. Reworks can trigger unexpected and 

problematic dynamics like the formation of a vicious cycle of rework that can jeopardize the projects [10]. The 

reasons for reworks might be internal or external to the project system. External causes can be changes in the 

external environment that demand changes in the work already done [11]. Internal causes may be work done 

wrongly and other quality issues [8]. Incorrect understanding or lack of common understanding among stakeholders 

in charge of ensuring the completion of the project about its various aspects, like the project objectives, scope, and 

design, can lead to mistakes that require rework [8], [11], [12], [21]. These faulty understandings are usually the 

results of problems in planning, coordination, and communication, which are major factors that result in reworks, 

as they often lead to eleventh-hour changes [22]–[24].  

Concurrent engineering or design, where tasks are performed parallelly, is practiced across various sectors in the 

product development process [25]. A high degree of concurrence is a factor capable of reducing the lead time but 

has high risks of giving rise to reworks. As the degree of concurrence increases and there is high schedule pressure, 

the effort devoted to quality assurance will be less. Thus, there is a higher probability for errors and quality issues 

to go unnoticed, which, if and when detected in a later phase, would have amplified the damages and rework 

requirements, thus compromising the project performance. Delays, inaccuracies, and incompleteness of information 

transfer within a project reduce the probability of detecting errors and rework requirements [25]–[27]. 

Misinterpretation of customer requirements and communication barriers with customers can be a significant source 

of faulty work [28]. Mistakes and the need for changes in the initial design stage of a project, if not discovered early 

on, can lead to significant deterioration of project performance due to rework because of the dynamic complexity 

created by the interaction between different phases in the project [29]. Projects are also prone to the fallibility of 

the people who work on them, who change the rules and regulations to suit them, and who fail to learn from past 

mistakes. Research has shown that project personnel tend to hide unfavourable news of errors or violations from 

senior management to avoid getting blamed. Thus, the errors will go unattended for a long time and cause severe 

losses  [30], [31]. The discovery of rework requirements can induce firefighting in organizations where an 

unplanned allocation of resources might be necessary to address the rework requirements identified in product 

development. This phenomenon is common in product development organizations, especially if they are involved 

in multiple product development [32]. 

Project flexibility also increases the chances of reworks, especially in the later stages [33]. Similarly, frequent 

changes made in the specification of the product are identified as a persistent issue in development projects that can 

lead to significant reworks [34]–[37]. Studies have also reported that reworks due to specification changes can cause 

performance issues, conflicts, and dissatisfaction [34], [36]. Change requests from customers can cause multiple 

reworks and significantly delay product development, especially if the change request comes in during the later 

stages of product development [38]. It has been recommended that the customer be involved in product development 

only if the organization can deal with the associated challenges [39]. 

The type of product developed by startups needs to be considered when selecting apt methods for minimizing 

reworks. The organization's prioritization of quality will differ for startups focusing more on hardware or software 

development [40]. Reworks scenario will be more complex for startups that develop products that have hardware 

and software components; the simultaneous hardware and software development and their interaction and 

integration can increase the complexity of the challenges faced by these startups [40], [41].  

Recently, there has been a rise in research on IoT product development [42]–[45]. The issue of reworks in IoT 

product development in startup companies is usually not given the necessary attention by the research community. 

The significance of reworks in IoT product development and its impacts on a startup company is substantial; thus, 

it warrants focused studies on the rework phenomenon, especially its causes in startups doing IoT product 

development. This study will address this issue by furthering the knowledge about the causes of reworks focusing 
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on IoT product development in startup companies by conducting a Delphi study among people working as part of 

product development teams in startup companies. 

III. METHODOLOGY 

  The Delphi method was developed as an approach to arrive at a commonly shared opinion from a group of experts 

[46], [47]. It is considered a method that encourages individual thinking and supports the development of a shared 

opinion [47]. The Delphi method has certain advantages over other group-based decision-making approaches. The 

anonymity of participants in the Delphi method and the avoidance of direct communication between the participants 

ensure that the opinion of dominant members in the panel subverting other members' opinions will not happen [47]. 

The anonymity encourages all panel members' active and undaunted participation in the study. 

The Delphi methods usually have multiple iterations where controlled information from the preceding stage is 

provided to all panel members. The panel members can use the information from previous stages of the Delphi to 

improve upon their ideas and opinions from the previous stage [46], [47], [48]. The number of experts in the panel 

for a Delphi study can range from single-digit numbers to hundreds, and it usually depends on the study's context 

and objectives [49]–[52]. Even though having a sizeable number of members in the Delphi panel is believed to 

improve the quality of the study, time and resource availability also need to be accounted for when fixing the 

number of participants in a Delphi panel [48], [53]. 

Usually, non-probability sampling methods are used to select panel members for Delphi studies [48], [49]. There 

are no pre-defined rules for panelists selection for Delphi studies, so it is usually based on specific criteria that the 

researchers fix [47]. The criteria are developed based on the study's objectives and context. First, a list of experts 

who qualify for specific criteria created by the researcher and are willing to participate in the study is created. It is 

advisable to include panelists from different expertise, therefore having different perspectives to improve the study's 

relevance. Panel members for the study are selected equitably from the list of experts [53]. The number of iterations 

or Delphi sessions varies from study to study; a large number of iterations is usually avoided as it can cause 

exhaustion and thus lead to attrition [46], [54]–[56]. 

The first stage of a Delphi study is usually conducted by presenting open-ended questions to the panel members, 

for listing their opinion or perspective about the topic being studied/problem being addressed. The responses from 

the first iteration are pooled together and sent to the panel members for the second iteration. In the second iteration 

of the Delphi study, Likert-like scales are used for the panel members to rate each item in the list sent to them based 

on their importance to the topic being studied/ problem being addressed [46], [57]. From the third iteration onwards, 

along with the list of opinions/concepts, the mean or median score they received in the previous iteration and the 

standard deviation are shared with the panel members for rating again. Sometimes when the rating provided by an 

expert falls outside a specific limit of the standard deviation score, the expert may be requested to justify the score 

they have assigned to the particular opinion/concept. This procedure is repeated till the final iteration of the study, 

and only the elements that fall within a specific fixed range in the score are taken forward to the final list [46], [49], 

[58]. 

IV. THE DELPHI PROCESS 

  A Delphi study was conducted to identify the factors that cause reworks in IoT product development projects in 

startups; Figure 1 depicts the Delphi process followed in this study. The following were the criteria used in selecting 

members for the expert panel. 

1. Should have at least five years of experience in IoT product development in a startup company. 

2. Should still be working in product development teams in startups in some capacity. 

Various startups involved in IoT product development were contacted directly to identify experts who fulfilled the 

criteria fixed for the expert panel member in this study and to solicit their cooperation. The expert panel was formed 

with eleven members who satisfied the criteria and were willing to participate in this study. The average age of the 

participants was 30.91; eight were male, and three were female. The average experience of the panel members in 

IoT product development was 8.18 years, and their average experience in product development in startup companies 

was 5.73 years. Among the expert panel, 82.82 percent of the members were leading the projects they were currently 

being involved in. Five experts were from software development backgrounds, four were from hardware 

development backgrounds, and two were from user interface/user experience (UI/UX) development backgrounds. 

The members of the expert panel remained anonymous to each other during the study.  



J. Electrical Systems 20-7s (2024): 2280-2293 

2283 

 
Figure 1. The Delphi Process followed in this study to identify the factors that cause reworks in IoT product development projects in startups 

In the first stage of the Delphi study, the expert panel was asked to individually list the factors they perceive as the 

causes of reworks in IoT product development in startup companies in single sentences. The total number of factors 

listed by the expert panel was one hundred and seventy-six. The research team combined the responses from the 

expert panel, the responses with similar meanings were merged, and a single list of factors that cause reworks in 

IoT product development in startup companies was created. After the first stage of the Delphi study, the list of 



J. Electrical Systems 20-7s (2024): 2280-2293 

2284 

factors that influence reworks in startup product development contained sixty-one unique factors. Based on the 

nature of the factors, the researchers categorized the factors under nine heads, namely: (1) Factors related to 

requirement elicitation, (2) Factors related to changes, (3) Factors related to information issues, (4) Factors related 

to planning, estimating, and scheduling, (5) Factors related to inadvertent errors and issues, (6) Factors related to 

communication and coordination, (7) Factors related to quality management, (8) Skill and training issues, and (9) 

Other relevant factors. 

For the second stage of the Delphi study, the categorized list of unique factors was sent back to the expert panel. 

The panel members were asked to rate the importance of each factor listed in a five-point scale. In the rating scale, 

a score of one implies that the respondent thinks the corresponding factor is not an important cause of reworks in 

startup product development projects. A score of two means that the respondent thinks the corresponding factor is 

somewhat important, a score of three means it is important, a score of four means it is very important, and a score 

of five means it is an extremely important cause of reworks in startup product development projects. 

For the third stage of the Delphi Study, the list was again sent to the panel members to rate each factor's importance 

on the five-point scale. In this stage, the score they gave for each factor in the second stage, along with the average 

score received by each factor and the standard deviation of the scores of each factor, were sent to the panel members. 

The panel members were given the chance to re-rate each factor, considering the mean score each factor received 

and the standard deviation. The response received from the panel members will be discussed in section V. 

V. ANALYSIS AND INTERPRETATION 

  The categorized list of sixty-one factors that can cause reworks in IoT product development in startup companies, 

along with the mean score each factor received in the second and third stage of the Delphi study and the standard 

deviation score, is depicted in Table 1. It was seen that the standard deviation of the score each factor received in 

the third stage of the Delphi study was smaller than in the second stage, indicating the gradual convergence of 

opinion among the experts in the panel.  

From the listed factors, only factors that received a mean score above 2.5 in the third stage of the Delphi study were 

considered for further analysis, and forty out of sixty-one factors qualified. The list of qualified factors arranged in 

the descending order of the mean score they received in the third stage of the Delphi study is listed in Table 2. Three 

of the listed factors received a mean score of 4.00 and topped the list. They are (1) The team/organization not 

conducting proper requirement elicitation, (2) Design and scope changes initiated by the customers, and (3) Lack 

of proper planning. Four factors received mean scores between 3.50 and 3.99; they were (1) Improper design, (2) 

Inadequate testing of the product being developed, (3) Not finding the root cause of errors/mistakes and not learning 

from previous mistakes, and (4) Inaccurate and non-reliable information. Fourteen factors received a score between 

3.00 and 3.49, and nineteen factors received a score between 2.50 and 2.99.  

Lack of proper planning and the team/organization not conducting proper requirement elicitation were among the 

top causes of reworks, and the team/organization not having any procedure for updating requirements when 

environmental conditions or customer requirements change was also found to be a related and important cause of 

reworks. This finding is consistent with other studies on reworks in projects in other sectors that found that lack of 

planning is a major cause of reworks in projects [23], [24]. This means that proper planning, requirement elicitation, 

and procedures for updating those requirements when needed are important for the smooth running of the project 

and also in reducing reworks, and it is relevant not just in IoT product development in startups but also in projects 

in other sectors. Lack of clarity regarding the project’s objectives was also an important source of rework identified 

in this study, similar to the findings of Hwang et al. [22] and Johns [28]. 

Design and scope changes initiated by the customers were another top source of reworks in IoT product 

development in startups. A similar observation has been made in other studies where customer-initiated changes in 

the scope and design of the projects were found to be a significant cause of reworks [22], [38]. Design and scope 

changes initiated by team members were also important causes of reworks in IoT product development, even though 

its score was less than that of customer-initiated changes. Improper design was also reported to be an important 

cause of rework; it is especially significant in the case of IoT product development as the product being developed 

will have diverse components that need to work harmoniously, and erroneous designs can impede the development 

of the product with intended functionalities. Inadequate testing of the product being developed was also reported to 

be a major issue causing reworks along with not detecting errors early on, not finding the root cause of 

errors/mistakes, and not learning from previous mistakes. This finding is similar to that of studies conducted on 

projects in other domains that found that not conducting proper testing leads to errors going unnoticed and, when 
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they are detected later on, causes significant reworks which could have been minimized if they were identified in 

earlier stages of the project [29], [32], [59], [60]. 

Studies on causes of reworks in projects across sectors have identified the importance of proper communication 

and coordination among all stakeholders and team members and how the lack of proper communication and 

coordination can lead to various problems, including reworks [28], [61]–[64]. This study has found that factors 

related to communication and coordination, such as (1) Lack of proper coordination and communication among 

team members, (2) Lack of proper coordination and communication with customers/clients, (3) Misinterpretation 

of instructions and requirements, (4) Not taking feedback from all stakeholders, and (5) Delays in communicating 

necessary information and requirements are important causes of reworks in IoT product development projects in 

startup companies. 

Table 1. 

The categorized list of sixty-one factors that can cause reworks in IoT product development in startup companies, 

along with the mean score received in the second and third stages of the Delphi study and the standard deviation 

score 

Sl. 

No. 
Factors 

Delphi Stage 2 Delphi Stage 3 

Mean 

Score 

Standard 

Deviation 

Mean 

Score 

Standard 

Deviation 

 Factors related to Requirement Elicitation         

1 
The team/organization not conducting proper requirement 

elicitation. 
3.82 0.95 4.00 0.87 

2 

The team/organization not having any procedure for 

updating requirements when environmental conditions or 

customer requirements change. 

2.91 0.91 3.00 0.87 

 Factors related to Changes         

3 Design and scope changes initiated by the customers. 3.82 1.36 4.00 1.06 

4 Design and scope changes initiated by team members. 2.73 0.76 2.82 0.58 

5 
Developments affecting cyber security and data privacy 

necessitating reworks to improve the safety. 
2.91 1.18 2.91 0.91 

6 
Advancements in IoT sensors and actuators technology 

necessitating reworks to adapt to the latest technology.   
2.73 1.07 2.73 0.98 

7 

Advancements in IoT communication platforms and 

technologies necessitating reworks to adapt to the latest 

advancements. 

2.36 0.99 2.55 0.79 

8 
Advancements in IoT related IT technologies necessitating 

reworks to adapt to the latest advancements. 
2.45 1.18 2.82 0.85 

9 

Advancements in IoT data storage and management 

system technologies necessitating reworks to adapt to the 

latest advancements. 

2.27 0.98 2.27 0.88 

 Factors related to Information Issues         

10 Inaccurate and non-reliable information. 3.18 1.55 3.55 1.25 

11 Not getting adequate information at the right time. 2.91 1.10 3.27 1.07 

 Factors related to Planning, Estimating and Scheduling          

12 Lack of proper planning. 3.64 1.32 4.00 0.87 

13 Not conducting brainstorming. 2.55 0.90 2.36 0.65 

14 Lack of clarity regarding the project’s objectives. 3.00 1.06 3.36 0.78 
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15 
Project objectives not synchronized with corporate 

objectives. 
1.91 1.01 1.73 0.76 

16 Lack of proper project scheduling. 2.09 1.01 2.18 0.95 

17 Lack of proper resource allocation. 2.27 1.15 2.45 1.09 

18 
Improper work allocation/assigning the wrong task to the 

wrong person. 
2.45 1.39 2.91 1.01 

19 Lack of proper estimating of the project’s cost. 2.36 1.39 2.18 1.13 

20 Not setting proper milestones for the project. 1.82 0.85 1.91 0.80 

 Factors related to Inadvertent Errors and Issues         

21 Errors/mistakes in instructions. 2.45 1.25 3.09 0.91 

22 Errors/mistakes in documentation. 2.45 1.39 2.55 1.33 

23 Errors and mistakes in outsourced works.  3.18 1.49 3.45 1.18 

24 Improper design. 3.45 1.33 3.64 0.90 

25 Accidental and other unpredictable problems. 2.73 0.98 2.91 0.80 

      

26 Errors and mistakes made by team members. 2.73 1.07 2.55 0.79 

27 Equipment failures. 2.18 1.29 1.91 0.80 

28 Software failure. 3.00 1.22 2.45 0.90 

 Factors related to Communication and Coordination          

29 
Lack of proper coordination and communication among 

team members. 
2.73 0.76 3.18 0.58 

30 
Lack of proper coordination and communication with 

suppliers. 
2.18 1.04 2.45 0.67 

31 
Lack of proper coordination and communication with 

customers/clients. 
2.73 0.98 3.00 0.75 

32 Lack of consensus regarding the project’s objectives. 2.00 1.15 2.09 0.91 

33 Lack of consensus regarding the project’s scope. 2.36 1.25 2.36 1.08 

34 Lack of consensus regarding the project’s schedule. 2.36 1.39 2.36 1.25 

35 Misinterpretation of instructions and requirements. 2.73 0.76 2.91 0.68 

36 Not taking feedback from all stakeholders. 2.64 0.90 2.82 0.73 

37 
Delays in communicating necessary information and 

requirements. 
2.55 0.90 2.82 0.73 

 Factors related to Quality management          

38 
Lack of adequate quality management practices and 

procedures.  
3.09 1.01 3.36 0.78 

39 Not detecting errors early on. 3.18 1.21 3.18 0.95 

40 
The project team do not address the errors/mistakes early 

on.  
2.91 0.91 2.91 0.80 

41 Non-compliance to instructions. 2.73 0.98 2.91 0.68 

42 Use of inadequate-quality components. 3.09 1.26 3.27 0.98 

43 Use of inadequate-quality tools and equipment. 2.82 1.36 3.09 1.01 

44 Inadequate testing of the product being developed. 3.45 1.00 3.64 0.90 
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45 Not maintaining tools and equipment. 2.45 1.25 3.00 0.87 

46 Accepting reworks as normal and not finding their sources. 3.27 1.44 3.36 1.32 

47 
Not finding the root cause of errors/mistakes and not 

learning from previous mistakes. 
3.55 1.00 3.64 0.78 

 Skill and Training Issues         

48 Lack of knowledge of the team members about the tasks. 2.18 0.85 2.18 0.58 

49 Lack of skill of team members. 2.45 1.00 2.55 0.90 

50 Lack of management skills of the team leader. 2.91 1.47 2.82 1.36 

51 Not providing adequate training to the project team. 3.00 1.15 2.82 0.85 

 Other relevant factors         

52 Team member attrition during the project. 2.45 1.00 2.45 0.79 

53 Team member burnout due to overworking. 2.36 0.90 2.45 0.79 

54 The project team hiding/not reporting errors/mistakes. 2.64 1.17 2.36 0.99 

55 Non-compatibility of system components. 2.36 1.39 2.45 1.18 

56 Lack of proper documentation.  3.09 1.47 2.55 1.25 

57 Errors caused due to the complexity of the project. 3.09 1.33 3.09 1.10 

58 
Changes necessary due to developments in environment 

like new government policy, wars, pandemic etc.  
1.73 0.88 1.55 0.67 

59 
Changes that are required due to issues in the technical 

feasibility of the product being developed.  
2.45 1.18 2.27 0.88 

60 Changes necessitated by budgetary constraints. 2.64 0.90 2.73 0.88 

61 Competing Priorities of different stakeholders.  2.18 0.95 2.27 0.76 

 

Table 2. Significant factors that can cause reworks in the IoT product development projects in startups 

Sl. No. Factors 
Mean 

Score 

1 The team/organization not conducting proper requirement elicitation. 4.00 

2 Design and scope changes initiated by the customers. 4.00 

3 Lack of proper planning. 4.00 

4 Improper design. 3.64 

5 Inadequate testing of the product being developed. 3.64 

6 Not finding the root cause of errors/mistakes and not learning from previous mistakes. 3.64 

7 Inaccurate and non-reliable information. 3.55 

8 Errors and mistakes in outsourced works.  3.45 

9 Lack of clarity regarding the project’s objectives. 3.36 

10 Lack of adequate quality management practices and procedures.  3.36 

11 Accepting reworks as normal and not finding their sources. 3.36 

12 Not getting adequate information at the right time. 3.27 

13 Use of inadequate-quality components. 3.27 

14 Lack of proper coordination and communication among team members. 3.18 

15 Not detecting errors early on. 3.18 
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Sl. No. Factors 
Mean 

Score 

16 Errors/mistakes in instructions. 3.09 

17 Use of inadequate-quality tools and equipment. 3.09 

18 Errors caused due to the complexity of the project. 3.09 

19 
The team/organization not having any procedure for updating requirements when 

environmental conditions or customer requirements change. 
3.00 

20 Lack of proper coordination and communication with customers/clients. 3.00 

21 Not maintaining tools and equipment. 3.00 

22 
Developments affecting cyber security and data privacy necessitating reworks to improve the 

safety. 
2.91 

23 Improper work allocation/assigning the wrong task to the wrong person. 2.91 

24 Accidental and other unpredictable problems. 2.91 

25 Misinterpretation of instructions and requirements. 2.91 

26 The project team do not address the errors/mistakes early on.  2.91 

27 Non-compliance to instructions. 2.91 

28 Design and scope changes initiated by team members. 2.82 

29 
Advancements in IoT related IT technologies necessitating reworks to adapt to the latest 

advancements. 
2.82 

30 Not taking feedback from all stakeholders. 2.82 

31 Delays in communicating necessary information and requirements. 2.82 

32 Lack of management skills of the team leader. 2.82 

33 Not providing adequate training to the project team. 2.82 

34 
Advancements in IoT sensors and actuators technology necessitating reworks to adapt to the 

latest technology.   
2.73 

35 Changes necessitated by budgetary constraints. 2.73 

36 
Advancements in IoT communication platforms and technologies necessitating reworks to 

adapt to the latest advancements. 
2.55 

37 Errors/mistakes in documentation. 2.55 

38 Errors and mistakes made by team members. 2.55 

39 Lack of skill of team members. 2.55 

40 Lack of proper documentation.  2.55 

Information-related issues like Inaccurate and non-reliable information and not getting adequate information at the 

right time were also found to cause reworks in IoT product development. Previous studies in other sectors have 

already reported that Proper management of information in projects is extremely important in complex projects and 

more so when multiple parties are involved in the development process [61], [65]. 

Some of the causes of reworks found in this study that are more relevant to IoT product development than other 

projects were: (1) Developments affecting cyber security and data privacy necessitating reworks to improve the 

safety, (2) Advancements in IoT related IT technologies necessitating reworks to adapt to the latest advancements, 

(3) Advancements in IoT sensors and actuators technology necessitating reworks to adapt to the latest technology, 

and (4) Advancements in IoT communication platforms and technologies necessitating reworks to adapt to the latest 

advancements. The rapid advancement in IoT-related technologies, and legal and ethical issues pertaining to data 

privacy, and the rise in cyber security issues heighten the importance of these factors. 
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Quality-related factors like (1) Lack of adequate quality management practices and procedures, (2) Use of 

inadequate-quality components, (3) Use of inadequate-quality tools and equipment, (4) Not maintaining tools and 

equipment, and (5) Non-compliance to instructions were found to cause reworks. Studies on projects in other sectors 

have also come up with similar findings related to reworks caused by quality-related issues [61], [66], [67]. 

Accepting reworks as normal and not finding their sources was also identified as an important source of rework. 

Similar observation has been made in projects in other sectors signifying the need to avoid this mindset among the 

project team [30], [68]. 

Lack of management skills of the team leader and the lack of skill of team members were identified as factors that 

can cause rework. Not providing adequate training to the project team, and improper work allocation/assigning the 

wrong task to the wrong person are also rework-causing factors. These findings match previous studies on other 

sectors that have found inadequate training and engaging participants with low skills can lead to reworks [69], [70]. 

Factors related to inadvertent errors and issues and other relevant factors that were identified to cause reworks in 

IoT product development in startups were (1) Errors and mistakes in outsourced works, (2) Errors/mistakes in 

instructions, (3) Accidental and other unpredictable problems, (4) Errors/mistakes in documentation, (5) Errors and 

mistakes made by team members, (6) Errors caused due to the complexity of the project, (7) Changes necessitated 

by budgetary constraints, and (8) Lack of proper documentation. Among them, Errors and mistakes in outsourced 

works, Errors/mistakes in instructions, and Errors caused due to the complexity of the project had a mean score 

above 3.00, indicating that they are important causes of reworks. 

By calculating the mean score received for each head in the categorization considering only the factors that qualified 

for further analysis in the third stage of the Delphi study, it was found that factors related to requirement elicitation 

were the most important factors that can cause reworks in IoT product development projects. The factors related to 

planning, estimating, and scheduling were second in importance, followed closely by factors related to information 

issues. Factors related to quality management and factors related to inadvertent errors and issues were fourth and 

fifth in importance, respectively. The mean score received for each head of the categorization is depicted in Table 

3. 

Table 3. Mean score received for each head of the categorization of factors that cause reworks in IoT startup product development projects. 

Sl. No. Categorization of factors Mean Score 

1 Factors related to Requirement Elicitation 3.50 

2 Factors related to Planning, Estimating and Scheduling  3.42 

3 Factors related to Information Issues 3.41 

4 Factors related to Quality management  3.24 

5 Factors related to Inadvertent Errors and Issues 3.03 

6 Factors related to Changes 2.97 

7 Factors related to Communication and Coordination  2.95 

8 Other relevant factors 2.79 

9 Skill and Training Issues 2.73 

This work presents an attempt to discover the factors that cause reworks in IoT product development in startup 

companies. In this study, the Delphi method was employed to gather information regarding rework-causing factors 

from experts working in IoT product development in startups. This study addressed an important gap in knowledge 

regarding the causes of reworks in IoT product development in startup companies. The information from this study 

can help IoT product development startup teams reduce reworks by avoiding, minimizing, or mitigating the major 

factors that can cause reworks. 

VI. CONCLUSIONS AND DIRECTIONS FOR FUTURE RESEARCH 

  In the Industry 4.0 age, IoT products are finding applications in diverse sectors, and many startups are engaged in 

developing IoT products. IoT product development involves the simultaneous development and integration of 

various components of the IoT product or system, including the sensors, hardware, software, UI/UX, 

communication channels, and data storage systems, making the product development complex and requiring the 

participation of team members with diverse experience. The chances for reworks are higher in IoT product 
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development than in most other fields due to the fast-paced technological changes, the complexity of products, and 

the involvement of people from different fields. Reworks can cause severe problems for startups working on IoT 

product development, and it is vital to identify the major sources of reworks in IoT product development. This 

research identified the factors that cause reworks in IoT product development projects in startups by conducting a 

Delphi study among eleven experienced experts working in IoT product development in startups.  

A list of sixty-one factors that cause reworks in IoT product development were identified in the first stage, and they 

were classified under nine heads by the researchers. In the subsequent steps of the Delphi study, forty out of the 

sixty-one factors were found to be significant factors that can cause reworks in the IoT product development 

projects. The most important factors among them were (1) The team/organization not conducting proper 

requirement elicitation, (2) Design and scope changes initiated by the customers, and (3) Lack of proper planning. 

Some factors identified in this study as causes of reworks were consistent with the findings of previous studies in 

other fields, and some other factors were more relevant in the case of IoT product development.   

There is considerable scope for future research in this area. For future works, field studies and case studies in IoT 

product development projects in startups can give a more in-depth understanding of the dynamics of reworks in 

those projects. This research can also be replicated in IoT product development in non-startup companies and study 

how the factors influencing reworks and their significance differ in startups and non-startups.   
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