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Abstract: - The emerging trend of the Internet of Things (IoT) leads to more real-time applications and it raises the accumulation of 

more structured and unstructured data. The processing of unstructured and structured data for different distributed applications 

becomes arduous. Moreover, the accuracy, load balancing, and latency of the services are also challenging. Some of the state-of-art 

works failed to achieve those parameters. In context with these, we proposed a machine learning-based novel approach that utilizes 

an SVM classifier. The SVM classifier can be used for the classification and data analytic purposes of features extracted from the data 

processing step. Data processing employs two steps such as data extraction and data scaling. The data extraction is performed by the 

adoption of the Principal Component Discriminant power-based Linear Discriminant analysis (PCDP-LDA) technique. The big data 

framework of the proposed model is evaluated using a tool called Weka. Meanwhile, the data scaling is performed by the Naïve Bayes 

approach and divides the extracted features into blocks. Experimental analysis is performed and compared with existing approaches. 

Our proposed approach provides more effective classification and data analytic accuracy than the other approaches. Our approach also 

provides better latency, and load balancing of data in the distributed big data analysis. 
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 1. Introduction 

Mostly, the Internet of Things (IoT) is enchanting with data networks that link with devices over the transmitted 

networks [1]. In our day-to-day life, IoT plays the main role in many smart things. It helps humans to make their 

job easier and quicker. Mobiles, sensors, and other household devices are helpful for humans in their everyday 

life. In an IoT system, the interactions between the devices are set up to trade [2, 3]. The data is complex to analyze 

and manage from a large amount of data. It can detect an image based on this technology. A detailed analysis of 

cloud images can be acquired by the Internet of Things. The functions between IoT and data are modules by cloud 

processing. While placing the cloud the information is verified and compared with IoT devices. In between IoT 

and extreme data, the cloud is considered the connecting agent. If there is no information in IoT devices the 

information is obtained by comparing the images. Cloud processing and module are the core functions of IoT 

devices [4]. 

Further, the feature acquisition module mentions the image detection and cloud processing module. The 

feature acquisition module is utilized by the image acquisition module. The image features can be collected and 

analyzed by the feature module. IoT devices provide higher efficiency in cloud computing. Load sharing and 

recomputed data are the issues found in cloud processing. In IoT, edge computing plays a main role in applications 

[5]. Data combination is intended to provide a sensor output description. In real-time environment data from 

several sources are derived for the decision-making process. Data combination is supported in the decision-

making process to assist the data exploration process. Decision-making is the process of making decisions at the 
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proper time. It can provide suitable information. The data network is reduced over the network to avoid improper 

data. The volume of data is proportional to the transmitted data possibility of occurring errors in higher data [6, 

7]. 

Due to their capacity to represent and quantify aspects of uncertainty, fuzzy sets have been used for big data 

processing. Fuzzy set methods and tools, such as fuzzy system extenders and generalizations, fuzzy logic, and 

fuzzy systems, have emerged as intriguing and practical tools for GRC [23]. Fuzzy sets have been employed in a 

variety of fields, including control systems, pattern recognition, and machine learning.  We can represent and 

process information using fuzzy sets at various information finer-grained levels. Numerous efforts have been 

taken up to this point that center on using fuzzy sets to handle and/or comprehend big data. In the context of big 

data, fuzzy set techniques appear promising or have already shown some benefits for at least four main reasons. 

The cost of the sensors and selectors is low most organizations are focused on this technology. Due to high speed, 

the volume and data are large. It helps to improve decision making which is related to smart appliances. The issues 

that are hiked by IoT are due to the increase in smart applications. A large amount of data can be detached from 

IoT data for decision-making to extract patterns. Scalability, bandwidth, and resource management are issues that 

can be rectified by future IoT devices [8].  The existing approaches failed to acquire effective latency, computation 

efficacy, and classification of IoT data features. To overcome these issues we proposed a novel machine learning 

approach that adopted the SVM for the effective classification of data and big data analysis. The contributions of 

the work are enclosed below,  

Moreover, the accuracy, load balancing, and latency of the services are also challenging. Some of the 

state-of-art works failed to achieve those parameters. In context with these, we proposed a machine learning-based 

novel approach that utilizes an SVM classifier. The SVM classifier can be used for the classification and data 

analytic purposes of features extracted from the data processing step. Data processing employs two steps such as 

data extraction and data scaling. The data extraction is performed by the adoption of the Principal Component 

Discriminant power-based Linear Discriminant analysis (PCDP-LDA) technique. The big data framework of the 

proposed model is evaluated using a tool called Weka.  Meanwhile, the data scaling is performed by the Naïve 

Bayes approach and divides the extracted features into blocks. Experimental analysis is performed and compared 

with existing approaches. Our proposed approach provides more effective classification and data analytic accuracy 

than the other approaches. Our approach also provides better latency, and load balancing of data in the distributed 

big data analysis. 

• In this manuscript, Distributed Bigdata analysis based on Support Vector Machine based approach is proposed. 

• The datasets are acquired from the IoT nodes. Data processing employs two steps such as data extraction and data 

scaling.  

• The data extraction is performed by the adoption of the Principal Component Discriminant power-based Linear 

Discriminant analysis (PCDP-LDA) technique.  

• Meanwhile, the data scaling is performed by the Naïve Bayes approach and divides the extracted features into 

blocks. 

• Subsequently, the processed data are forwarded to the SVM-based classifier for classification and analysis 

purposes. 

• The big data framework of the proposed model is evaluated using a tool called Weka.  

• The proposed approach provides more effective classification and data analytic accuracy than the other approaches 

such as Fuzzy, DPDCM, and DCCM. This approach also provides better latency, and load balancing of data in 

the distributed big data analysis. 

The rest of the article is arranged as in section 2 the relevant works are analyzed and reviewed. Section 3 illustrates 

the proposed processes such as data gathering, data processing, and data classification and analysis in a clear 

manner. The experimental analysis and discussion are made in section 4. The work is concluded n section 5.  

 

2. Literature survey 

Li et al. [9] suggested a deep convolutional computation model (DCCM). It learns the hierarchy 

characteristics of large datasets by extending the CNN from vectors to the conical area using the tensor 

representation paradigm. To avoid over-fitting and increase learning happens, a scalar inversion procedure is 

devised to create complete use of the interest points and morphologies present in the huge data. An elevated back 

propagation neural approach is also developed for training the deep convolutional computing model's variables in 
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high-order fields. Furthermore, trials on test datasets, namely STL-10, SNAE2, and CUAVE, are conducted to 

validate the DCCM's effectiveness. The deep convolutional computing paradigm can provide better classification 

accuracy for huge data in IoT to the multimodal model, according to experimental results. 

Li et al. [10] introduced a deep learning (DL) model. DL is a potential method for obtaining precise 

features from various sensor data from IoT devices in challenging situations. Deep learning is also suitable for the 

edge computing environment due to its layered structure. As a result, we'll start with an introduction to deep 

learning for IoTs in the edge computing environment in this post.  They build a new unloading technique to 

optimize the performance of IoT deep learning applications with edge devices because current edge devices offer 

restricted processing capacity. In the performance review, the DL technique to test by running various deep-

learning tasks in an edge computer system. The testing findings suggest that our strategy beats previous machine 

learning for IoT optimization methods. 

Hossain et al. [11] introduced a machine learning (ML) method to provide surgical outcome prediction 

in total knee arthroplasty. The challenge was handled by using general linear regression (GLR) analysis to build 

forecasting analytics from the leg kinematic information of 35 osteoarthritis patients who had a posterior stabilized 

implant. Two prediction approaches were proposed, as well as their sub-classes, and they were then assessed using 

a leave-one-out cross-validation procedure. With a Pearson's correlation coefficient (cc) of 0.840.15 (mean SD) 

and an RMSE of 3.271.42 mm for frontal vs. flexor muscles and cc of 0.890.15 and RMSE of 4.251.92° with 

extension, the optimum technique (i-e pattern). Though those are verified for one kind of prosthetic, the criteria 

might be applied to certain other devices.    

A double projection model with deep computation (DPDCM) was described by Zhang et al. [12]. They 

also devised a learning strategy for training the DPDCM. Cloud hosting would be used to enhance overall 

subsequent revisions of the training algorithm with the data on cloud crowd-sourcing. A privacy-preserving 

DPDCM based on the BGV encrypting technique is presented to secure private data. Furthermore, investigations 

on NUS-WIDE-14 and Animal-20 are done to compare the efficacy of PPDPDCM and DPDCM. DPDCM 

provides greater accuracy of classification than DCM, according to the findings. Most significantly, PPDPDCM 

may successfully enhance train variable effectiveness, demonstrating its potential for massive data-extracting 

features. 

Jeong et al. [13] presented the advantages of big data analysis. They cover a wide range of topics, 

including software engineering, decision-making, the semantic web, encrypted data query processing, intrusion 

detection methods, malware distribution networks, human tracking techniques, fingerprint matching, and image 

segmentation. 

In 2020, Sankaranarayanan et.al [14] presented an integration of data flow and distributed deep learning 

in the IoT-Edge environment to bring down the latency and increase accuracy starting from the data generation 

phase. To this end, a novel Data Flow and Distributed Deep Neural Network (DF-DDNN) based IoT-Edge model 

for big data environment has been proposed. This method has resulted in a latency reduction of up to 33% when 

compared to the existing traditional IoT-Cloud model. 

In 2021, Fang et.al [15] presented an efficient FL framework called FL-PQSU. It is composed of a 3-

stage pipeline: structured pruning, weight quantization, and selective updating, which work together to reduce the 

costs of computation, storage, and communication to accelerate the FL training process. This study FL-PQSU 

using popular DNN models (AlexNet, VGG16) and publicly available datasets (MNIST, CIFAR10), and 

demonstrate that it can well control the training overhead while still guaranteeing the learning performance.  

 

3. Proposed structure 

The offered machine learning techniques, such as the SVM approach, are employed due to factors like 

energy usage, data accessibility, and scalability. In IoT contexts, where data streams are continuously generated 

from various connected devices, the volume of data can be enormous, making it difficult to deploy DNNs, which 

frequently require big datasets for training. SVM, on the other hand, is a more sensible option for IoT-based 

applications due to its reputation for effectively handling high-dimensional data and adaptation for remote 

computing. Additionally, energy use is a major issue in IoT installations because devices may only have a limited 

amount of power. In comparison to SVM, which has relatively low computational demands, DNNs frequently 

need a lot of processing power, which reduces their energy efficiency. The authors may have chosen SVM-based 

techniques in this specific setting in order to strike a balance between energy efficiency, data scalability, and 

acceptable performance for Distributed Bigdata analysis in IoT-based applications, even if DNNs can offer 

outstanding accuracy in some cases. 
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Modern smart devices are connected by a framework known as IoT and thus collect an enormous amount 

of data. This generates bigdata between the IoT application-based devices and sensors. The data gathering has 

been done in the device layer [16]. The data processing layer significantly makes the feature extraction and scaling 

processes. The rise in the production of data became crucial in acquiring latency, accuracy, and trust. Thus data 

analytics become a challenging one. To overcome this challenge we have utilized next-generation-based 

functionalities for both structured and unstructured data. The feature extraction is carried out by the PCDP-LDA 

approach and the scaling is performed by Naïve Bayes. The computational power of the IoT devices is obtained 

by the inclusion of base stations, networking devices, and machine learning at the edge level. The extracted data 

are forwarded promptly to the cloud layer with the employment of base stations and networking devices. This 

circumvents the problems like load balancing and energy efficiency.  

Meanwhile, the accuracy, storage, and speed are meager due to the single data center in the cloud storage 

layer. To tackle these issues, we have proposed an SVM-based classifier that helps to analyze the data itself. 

Moreover, this enhances the parameters mentioned above in the IoT network. The schematic overlay of the 

proposed work is elucidated in Figure 1.  

3.1 Main elements of proposed SVM based distributed bigdata analysis 

The main elements of the proposed approach are portrayed in this section. This includes three steps such 

as (i) data collection, (ii) data processing, and (iii) data analysis. The first step is performed in the IoT layer, the 

second one is evaluated in the edge layer, and the final step is conducted in the cloud layer. The flow diagram of 

our proposed work is illustrated in Figure 2.  
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Fig 1: Schematic Overlay of the proposed approach 

3.2 Data collection 

The data from the various IoT devices are collected in the device layer. The data includes multimedia, 

video, audio, and more. In real-time, the data are sensed by the sensor and collected by the IoT devices. The device 

layer also encloses the data such as position, status data, automation, etc., subsequently, the internal sensors gather 
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information from the smart devices such as health care monitors, smart television, mobiles, and various 

commercial devices (security, forecasting) [17].  

3.3 Data Processing 

This is performed in the edge layer and is an essential element in the data analysis system. Boundless 

data generated from the IoT devices are processed to convert them into a required format for further action. The 

data processing includes PCDP-LDA-based feature extraction and Naïve Bayes-based data scaling.  

Dataset

Split into Blocks

PCDP-LDA Based Feature Extraction

Naïve Bayes Classifier Based Scaling

Subset of features

Training dataset Testing dataset

Clustering

SVM Based Classifier

Classification

Decision making based on the estimation

Performance Analysis

Fig 2: Flow sketch of proposed work 

3.4 Extraction of features 

This is mainly performed to identify the relevant and irrelevant features with the labels in the IoT 

applications. The load balancing, communication bandwidth enhancement, and mitigation of time delay are 

performed by this method. Since the data are continuously increasing and therefore the data are categorized as 

usage of data, quality of data, and big data. Data usage includes noiselessness, completeness, and semantics. 

Meanwhile, the quality of data means redundancy, load balancing, efficiency, and accuracy. Big data is further 

grouped as velocity, veracity, volume, and variety. Further, the components and communication protocols of the 

processing system are categorized as (i) device to server, (ii) server to server, and (iii) device to device. For the 

feature extraction, we have utilized the PCDP-LDA [18] approach. This process will ignore the noises and 
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redundant features and thus help us to acquire relevant and useful information. These extracted features can be 

used for the identification of necessary information in the IoT-based machine-learning environment.  

Prior to the feature extraction, the IoT data are split into different blocks which might be fixed or variable. 

The scaling and feature extraction is performed in the blocks. Meanwhile, training sets include sampled inputs 

that are exploited by machine learning. The input vector and its respective output vectors (labels) are utilized by 

the supervised learning concept. For unsupervised learning, the vectors are not needed and the reinforcement 

learning approach is used for the particular scenario. However, the transformation of features into variable samples 

or space enhances the outcomes, and this process is termed feature extraction. 

The collected data are sent to Principal Component Discriminant power-based Linear Discriminant 

analysis (PCDP-LDA) [19]. The main aim of the PCDP-LDA is that it is used to overcome overfitting issues and 

mitigate the dimensionality of the collected data. Since it possesses several advantages we are using it for our 

proposed framework. The steps involved in the proposed algorithm are listed below,  

● The maximum number of principal components m can be defined in terms of the training matrix 𝑍𝑡𝑟𝑎𝑖𝑛(𝑎 × 𝑏). 

That can be determined as (𝑎 ≥ 𝑏) for𝑚 = (𝑎 − 1). 

● The training matrix 𝑍𝑡𝑟𝑎𝑖𝑛is decomposed with the principal components m. Then the transpose of the loading 

vector 𝐿𝑡𝑟𝑎𝑖𝑛
𝑇 can be multiplied with the score vector 𝑉𝑡𝑟𝑎𝑖𝑛 to acquire the training matrix.  

𝑍𝑡𝑟𝑎𝑖𝑛 = [𝐿𝑡𝑟𝑎𝑖𝑛
𝑇 𝑉𝑡𝑟𝑎𝑖𝑛]1 + [𝐿𝑡𝑟𝑎𝑖𝑛

𝑇 𝑉𝑡𝑟𝑎𝑖𝑛]2+. . . . . , +[𝐿𝑡𝑟𝑎𝑖𝑛
𝑇 𝑉𝑡𝑟𝑎𝑖𝑛]𝑘 + 𝐻𝑡𝑟𝑎𝑖𝑛    (1) 

● Then the test set 𝑇𝑡𝑒𝑠𝑡  can be evaluated from the training set 𝑍𝑡𝑟𝑎𝑖𝑛. It is expressed as,  

𝑇𝑡𝑒𝑠𝑡 = 𝐿𝑡𝑟𝑎𝑖𝑛
𝑇 𝑍𝑡𝑒𝑠𝑡   (2) 

● With respect to the score vector 𝑆𝑉𝑗and the discriminability 𝑔𝑗 the principal component can be evaluated. where 

𝑔𝑗 =
𝐶𝑗

𝐶𝑊𝑗
   (3) 

Here 𝐶𝑗 and 𝐶𝑊𝑗 are the class dispersed between and within score vectors. The within-class dispersion 

can be evaluated by the  

𝐶𝑊𝑗 = ∑ 𝐶𝑖𝑗
𝑙
𝑖=1     (4) 

Here, the l represents the number of classes and the class dispersion between the score vectors is 

estimated as,  

𝐶𝑖𝑗 = ∑ [𝑧𝑗
𝑚 − 𝑎𝑖𝑗]𝑚∈𝐿𝑖

2
   (5) 

The mean value of the score vector is denoted as 𝑎𝑖𝑗in mth features and then the score value can be 

indicated as 𝑡𝑗
𝑚. Then the mean value of the score vector is determined as,  

𝑏𝑖𝑗 =
1

𝑑𝑖
∑ 𝑡𝑗

𝑚
𝑚∈𝐿𝑖

           (6) 

Henceforth, the class dispersion is estimated as  

𝐶𝐷𝑗 = ∑ 𝑏𝑖[𝑎𝑖𝑗 − 𝑎𝑗]
𝑙
𝑖=1

2
   (7) 

Here, aj is the mean training feature value. From the above, we can conclude that the optimal feature 

extraction is obtained by the leave-one-cross-validation (LOOCV) value by the exploitation of the training dataset 

score. Moreover, the construction of 𝑍𝑡𝑟𝑎𝑖𝑛can is acquired by the LDA method which can be used to obtain the 

predicted features. The proposed PCDP-LDA enhances the feature extraction due to its unique features like self 

adaptability and robustness.  

3.5 Scaling of data 

It is the process of splitting the dataset into valued groups. The groups are formed by categorizing the 

same valued features. One feature from one group must be different than the feature from another group. The 

purpose of scaling the data is to arrange the data with similar properties in the same group. We have adopted the 

Naïve Bayes algorithm [20] for this process.  

Naïve Bayes (NB) is one of the widely used classifiers in various domains such as medical diagnosis, 

pattern and image recognition, bioinformatics, and weather forecasting. Both equally and independently feature 

classification decisions are contributed via NB [21]. Based on real-world conditions, the NB is insufficient and it 

increases the computational complexity.  

Let us assume, the target class TC is𝑇𝐶 = {𝑡𝑐1, 𝑡𝑐2, 𝑡𝑐3, . . . , 𝑡𝑐𝑛}with the new item vector (IV) and it 

considers the feature vectors𝐹𝑉 = {𝑓𝑣1, 𝑓𝑣2, 𝑓𝑣3, . . . , 𝑓𝑣𝑛}.  
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( ) FVdRetT j
TCe

IV

j

= maxargarg

                          (8) 

From the above equation, the given feature vector is 𝐹𝑉and the class 𝑑𝑗conditionally probability is𝑅(𝑑𝑗|𝐹𝑉). 

The below equation expresses the independence of these features.  

𝑃𝑟 𝑜 (𝐹𝑉) = 𝑃𝑟 𝑜 (𝑓𝑣1, 𝑓𝑣2, 𝑓𝑣3, . . . , 𝑓𝑣𝑛) 

= 𝑃𝑟 𝑜 (𝑓𝑣1) × 𝑃𝑟 𝑜 (𝑓𝑣2) × 𝑃𝑟 𝑜 (𝑓𝑣3), . . . , 𝑃𝑟 𝑜 (𝑓𝑣𝑚1) 

= ∏ 𝑃𝑟 𝑜 𝑏(𝑓𝑣𝑗)
𝑚
𝑗=1                              (9) 

The target class is defined as,  

( )













= 

=

m

j

jjj
TCe

IV dfvRdoetT
j 1

)(Prmaxargarg

                             (10) 

Depending upon the real-world applications, the features consider and assign an equal weight value.  

( )














= 


m

RW

W

jjj
TCe

IV

j

j

j

dfvodoetT Pr)(Prmaxargarg

                             (11) 

Each weight and feature are𝑊𝑗 and 𝐹𝑉𝑗. The significant features are represented based on the positive 

number. From another point of view, promoting the performance of the WNB classifier can be achieved by 

compensating its performance with another heuristic besides conditional and prior probabilities. 

3.6 Big data analysis 

This is the final stage of the work is classification and big data analysis. To perform this we utilized a 

machine-learning approach known as an SVM classifier [22]. This can be utilized to overcome the issues like data 

handling problems and address centralization issues. this can also be used to reduce energy consumption and 

excessive data in IoT applications. The main objection of the SVM classifier is that effectively classifies the 

features that are obtained from the data processing process by considering the hyper-plane of the data. The 

formulation of hyperplane is defined as,  

𝑉𝑝(𝑎) = 𝜔𝑇𝑎 + 𝑥ℎ = 0   (12) 

The input is represented as a, and its respective bias value is given as xh, and the weight vector can be 

indicated as 𝜔. Along with the hard margin optimality [23], the classes of training datasets are perfectly separated. 

The distance between the hyperplane and adjacent training feature points is increased with the appropriate 

selection of hyperplane decision constraints.  

Meanwhile while considering the nonlinear classification the hyperplane will lie in the feature point other 

than the original input by holding the constraint. Then the equation (12) can be modified as,  

𝜔𝑇𝜃(𝑎) + 𝑥ℎ = 0   (13) 

The transformation of the input vector into nonlinear transformation [24] can be achieved by the 𝜃(𝑎). 

The weight of the vector can be optimized with the exploitation of the Lagrange multiplier as shown in equation 

(14).  

𝜔 = ∑ 𝜌𝑖𝑏𝑖𝜃(𝑎)
𝑀
𝑖=1    (14) 

      Here 𝜌𝑖 denotes the Lagrange multiplier’s coefficients. Then the optimized decision can be obtained 

as shown below,  

∑ 𝜌𝑖𝑏𝑖𝜃(𝑎𝑖) + 𝑥ℎ = 0𝑀
𝑖=1    (15) 

Moreover, let us consider 𝑟𝑖 = 𝜌𝑖𝑏𝑖 and the 𝜅(𝑎, 𝑎𝑖) = 𝜃(𝑎)𝑇𝜃(𝑎𝑖)  and makes a decision as shown 

below,  

𝑦 = ∑ 𝑟𝑖𝜅(𝑎, 𝑎𝑖) + 𝑥ℎ𝑀
𝑖=1    (16) 

For decision making the SVM follows the steps illustrated in figure 3. The output is represented by b and 

if its value is -1 then it represented class -1 and vice versa.  
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Fig 3: Big data analysis by using the SVM classifier 

4. Result and Discussion: 

The experimental investigations of the proposed methodology are detailed and described in this section. 

The state-of-art of comparative results are plotted and analyzed. The big data framework of the proposed model 

is evaluated using a tool called Weka. The parameter configuration of the proposed model is given in Table 1. 

Table 2 expresses the classifier being used to classify and analyze data that has been collected during the 

information processing stage.

Table 1: Parameter configuration 

Parameters  Ranges  

Population size 50 

Maximum number of iterations  100 

Kernel function  Gaussian 

Kernel scale  0.56 

Table 2: IoT applications based on the big data analysis classes 

Real_Time Green plum  HANA  Parallel processing  Memory based  

Offline  Skribe  Kafka  Tume Tunnel  Chukwa  

Database level MangoDB TB Level Data 

Manufacturing level   Data analysis plan  Distributed file  TB-level data - 

Large level  MapReduce  Scala  - - 

 



J. Electrical Systems 20-7s (2024): 1949-1963 
 

1957 

4.2. Dataset description: 

The detailed dataset description is plotted in this section. The research offered a new computer studying 

strategy that makes use of a Classification model. Raw data and data scaling are two processes in the data 

processing process [25-29]. The Principal Component Discriminant power-based Linear Discriminant analysis 

(PCDP-LDA) method is analyzed. Furthermore, the Naive Bayes technique is used to scale the information and 

partition the collected features into blocks. An experimental analysis is carried out and compared to existing 

methods [30-33]. Compared to existing methodologies, the suggested technique delivers excellent categorization 

and computational intelligence reliability. In distributed big data analysis, our technique also delivers superior 

data load balancing and latency. 

4.3. Performance matrices: 

Accuracy, specificity, sensitivity, precision, recall and F-measures are the performance measures [35-

37]. Each of these measures are described and explained as follows; 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                    (17) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                         (18) 

𝑅𝑒 𝑐 𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                              (19) 

𝑃𝑟 𝑒 𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                         (20) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
                                        (21) 

𝐹 −𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2 ×
𝑅𝑒 𝑐𝑎𝑙𝑙∗𝑃𝑟 𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒 𝑐𝑎𝑙𝑙+𝑃𝑟 𝑒𝑐𝑖𝑠𝑖𝑜𝑛
             (22) 

Based on the above equations, the truly positive and the truly negative classes are𝑇𝑃 and 𝑇𝑁.  Where, 

𝐹𝑃and 𝐹𝑁are the false positive and false negative classes.  

4.4. Performance Analysis: 

Fig 4 expresses the performance analysis of latency. Here, we have used MS-COCOC, MNIST, and KDD Tests 

is the three commonly used datasets. From this, the latency is calculated here in which the unit of latency is 

measured in seconds. From this plot, we have obtained 0.11 sec, 0.57 sec, and 0.048 sec latency results by using 

the datasets like MS-COCOC, MNIST, and KDD Test respectively. 

Fig 4: Performance analysis of Latency 

The state-of-art result of accuracy is plotted in Fig 5. The state-of-art methods like Fuzzy, DPDCM, 

DCCM, and the proposed method evaluate the performance of accuracy, which is measured in percentage. The 

state-of-art techniques like Fuzzy, DPDCM, DCCM, and the proposed method yielded 40%, 72%, 50%, and 89% 

accuracy results. From this investigation, the proposed method offers superior classification accuracy than other 

existing methods.  
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Fig 5: State-of-art result of accuracy  

Fig 6 plots the state-of-art result of specificity. The state-of-art methods like Fuzzy, DPDCM, DCCM, 

and the proposed method evaluate the performance of specificity, which is measured in percentage. The state-of-

art techniques like Fuzzy, DPDCM, DCCM, and the proposed method provided 60%, 68%, 72%, and 90% 

specificity results. From this investigation, the proposed method offers superior classification specificity than 

other existing methods.  

Fig 6: State-of-art result of specificity 

The state-of-the-art sensitivity result is displayed in Fig 7. The suggested technique uses state-of-the-art 

methodologies such as Fuzzy, DPDCM, and DCCM to evaluate the performance of sensitivity, which is evaluated 

in %. State-of-the-art approaches such as Fuzzy, DPDCM, DCCM, and the suggested method produced sensitivity 

results of 70%, 60%, 80%, and 91 percent, respectively. Based on the findings, the suggested method outperforms 

other current methods in terms of sensitivity. 

Fig 7: State-of-art result of sensitivity
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 The state-of-the-art F-measure result is displayed in Fig 8. The suggested technique uses state-of-the-art 

methodologies such as Fuzzy, DPDCM, and DCCM to evaluate the performance of F-measure, which is evaluated 

in %. State-of-the-art approaches such as Fuzzy, DPDCM, DCCM, and the suggested method produced F-measure 

results of 80%, 70%, 82%, and 92%, respectively. Based on the findings, the suggested method outperforms other 

current methods in terms of F-measure. 

Fig 8: State-of-art result of F-measure 

The performance of execution time is displayed in Fig 9. The suggested technique uses state-of-the-art 

methodologies such as Fuzzy, DPDCM, and DCCM to evaluate the performance of execution time, which is 

evaluated in %. State-of-the-art approaches such as Fuzzy, DPDCM, DCCM, and the suggested method produced 

execution time results of 78%, 82%, 89%, and 97%, respectively. Based on the findings, the suggested method 

outperforms other current methods in terms of execution time. 

Fig 9: Performance of execution time 

The performance of load balancing is displayed in Fig 10. The suggested technique uses state-of-the-art 

methodologies such as Fuzzy, DPDCM, and DCCM to evaluate the performance of latency, which is evaluated 

in %. State-of-the-art approaches such as Fuzzy, DPDCM, DCCM, and the suggested method produced load 

balancing results of 72%, 84%, 79%, and 99%, respectively. Based on the findings, the suggested method 

outperforms other current methods in terms of load balancing. 
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Fig 10: Performance of load balancing 

The performance of latency is displayed in Fig 11. The suggested technique uses state-of-the-art 

methodologies such as Fuzzy, DPDCM, and DCCM to evaluate the performance of latency, which is evaluated 

in %. State-of-the-art approaches such as Fuzzy, DPDCM, DCCM, and the suggested method produced latency 

results of 67%, 76%, 84%, and 98%, respectively. Based on the findings, the suggested method outperforms other 

current methods in terms of latency. 

 

Fig 11: Performance of latency 

5. Conclusion: 

This research offered a novel machine learning-based strategy that makes use of an SVM classifier. The 

SVM classifier can be used to classify and analyze data that has been extracted during the data processing step. 

Data extraction and data scaling are two processes in the data processing process. The data extraction is done 

using the PCDP-LDA (Principal Component Discriminant Power-based Linear Discriminant Analysis) technique. 

Meanwhile, the Naive Bayes technique is used to scale the data and partition the collected features into blocks. 

An experimental analysis is carried out and compared to existing methods. Compared to existing methodologies, 

our proposed approach delivers excellent categorization and data analytic accuracy. In distributed big data 

analysis, our technique also delivers superior latency and data load balancing. While compared to the existing 

methods like Fuzzy, EL, DPDCM, and RF-ELM, the proposed method offers superior accuracy, specificity, 

sensitivity, and F-measure results.  
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