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Abstract: - Autonomous vehicle is the exponential growing topic in the research filed due its huge demand in the current industry. Where 

object detection plays the major role to take any major decision. Object detection in the normal vision yields the excellent performance due 

to deep learning models. But object detection in the night vision does not yield the good performance due to various challenges in it. In the 
proposed work created a night vision database called BDD-Darko where it contains night vision images with multi objects. Applied novel 

GHE-Ensemble model for image enhancement technique and trained using deep learning model Yolov5 for the multi-object detection in 

the night vision. Which resulted in 65.3 % accuracy. Proposed model is yielding better results for image enhancement technique for night 
vision than the previous existing model and detecting the multi object in the single frame with better performance. This paper proposes 

(1)A new database called as BDD-Darko which contains night vision image with multiple objects. (2) A Novel GHE-Ensemble model for 

image enhancement technique for night vision images 
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I. INTRODUCTION 

Autonomous vehicle is the type of smart vehicle where it has ability to sense the surrounding environment 

and take its own decision like when to move, stop or slow down the vehicle by detecting the objects in the 

nearby [1]. Therefore, object detection is the crucial task in the autonomous vehicle. There are superior works 

in the field of deep learning and computer vision to detect the object in the normal condition. But only few 

works carried out in the extreme condition-night vision. It is very hard to identify the objects from the naked 

eyes. Thermal sensors are used for this but it is very expensive which cannot used in all the scenario. There are 

huge challenges in the night vision due to poor quality of the image. Where image suitable enhancement 

technique plays crucial role in working in this condition. 

The main aim of any image enhancement techniques is the improve the given image so that it sharpens the 

image, reduce the noise if it is available, normal distribution of the pixel throughout the image, resizing the 

image if the given image is small or it is too big. For the better understanding of image, analysis of the image 

and working on the image [2]. There are two types of image enhancement technique i.e. techniques in the 

spatial domain and techniques in the frequency domain. In the spatial domain, gray level transformation is used 

in the proposed work. In the frequency domain histogram, adaptive histogram equalization, Gaussian filtering 

and pixel normalization is used. Apart from Autonomous vehicle, image enhancement techniques can also be 

used in the medical image, color processing, pattern recognition, coding and decoding the images [3]. 

A. Challenges 

Challenges in the night vision images is 1 Due to uneven or sometimes low intensity in the night vision 

images foreground and background treated as the same [4]. Which leads to segmentation issues.2. Many 

information like vehicle, road, traffic light, person will be lost due to poor lighting. 3 No accurate object is 

detected due to motion blurring, blurred images or partial occlusion [5]. 4 Night images does not receive the 

sufficient light due to which there will be more noise resulting in the failure of the multi object detection. 5 If 

the light is more due to street light or vehicle which leads to the high exposure level in the image or if light is 

less low exposure level of the image. Both leads to the loss of important information. If we try to maintain the 

exposure level of light to be normal then also it leads to the loss of the information [6]. Extracting or detecting 

object information in the night image is not possible without applying the most feasible pre-processing 

technique (image enhancement technique). After going through all this challenges and difficulty HEG- 

Ensemble model for this work is proposed as pre-processing technique. 
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B. Contribution of the Proposed Work 

1. Created a new dataset named BDD-Darko from the available open source BDD100K video. BDD-Darko 

has 20K night images with multi-object in the road. Which helps other researcher to work on the night vision in 

the autonomous vehicle. After completing the research work this dataset will be deployed as open source. 2. 

All the images are pre-processed with the Novel GHE-Ensemble image enhancement technique for the better 

detection of the object in the night vision. Which is yielding the better results in detecting the objects in night 

vision than the base line method. 

II. RELATED WORKS 

This work aims to detect the pedestrian in the night image with the help of visible light. Where used RCCN 

for the object detection. Even through the proposed work is increasing the accuracy but not reliable in the 

detecting the multi object from the single image. This method resulted in the 57.59% of LAMR (low average 

miss rate) with fusion and without fusion in the feature extraction. [5] Used BDD open-source dataset with 

generative adversial network for the enhance feature extraction on the road. In the deep learning framework 

used ROI pooling method which resulted in 45% average precision in the confidence level 75. [8] Worked for 

the night images with and without applying image enhancing technique. 

In image enhancement techniques they have applied like entropy, mean square error and pixel density. 

They achieved 58% accuracy for without image enhancement technique and 71% of accuracy in detecting the 

single object after applying the image enhancement techniques. [9] Worked on the sensor fusion camera and 

radar for object detection in the road condition. Where they focus on distance, angle of capturing images, 

environmental set up, converting 3D perspective to 2D perspective, 1D segmentation [10]. 

Worked on the degraded pixel in the image where there is huge loss of data due to heavy noise and applied 

robust RCNN with Yolov4 resulted in the mean accuracy precision of 61.85.[11] Few works focus on detecting 

the pedestrians and tracking their movements using the graph-based method. Where each object that is 

pedestrian is treated as the nodes in the graph. [12] For working with challenging environment applied deep 

learning neural network for generalization. To see whether object is present or not in the given image [13]. 

While working on the underwater images which is not receiving the proper light. Applied image dehazing 

and deblurring methods are used. Few other works deal with applying feature attention regional feature 

information and feature maps for dealing with the night images or low-level feature image. [14] Segmentation 

is the challenging task in the night vision images for that instance segmentation is used for boosting the object 

detection the challenging weather condition. [15] For working with night surveillance camera yolov4, yolov5, 

single shot detector (SSD), retina net are used as comparative study and their results are compared. 

III. METHODOLOGY 

Figure1 shows the overall working of the proposed model. As a first step video is taken and converted into 

the frames. After discarding few images due to completely blur or poor quality collected 25K images. Then 

collected images subjected to the GHE-ensemble model where each image or frame undergo four major process 

1. Gray level transformation 2. Gaussian filtering 3. Histogram 4. Enhanced adaptive histogram equalization. 

Once the pre-processing is done for each image. Then dataset is ready for further training. Then it is trained 

using YoloV5 model. Once the knowledge base is ready it is subjected to validating and testing. Finally model 

performance measuring parameters like precision, recall, accuracy, mean average precision is calculated and 

compared with the baseline model. 
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A. Dataset Creation 

Figure 1: Working of the Proposed Model 

Creating the suitable dataset which aligns with our research problem is the crucial role any research. Here 

to work with autonomous vehicle object detection the night vision initially various data sets are considered. 

They are KITTI, Caltech USA, ImageNet, Cityscapes, Microsoft COCO, Berkeley DeepDrive, Pascal VOC, 

Astyx Dataset HiRes2019, Waymo Open Dataset, NuScenes Dataset, Indian Driving dataset [16]. After the 

clear invesgition found Berkeley DeepDrive dataset which is suitable for the proposed work [1]. Berkeley 

DeepDrive dataset comprise of 100K videos of autonomous vehicle with various extreme weather condition 

[17]. From the huge dataset 200 videos are taken particularly for the night vision. 200 videos are converted 

into frames resulted in 20K images of night vision images. This 20K images of night vision is considered as 

dataset for the proposed work. Newley created dataset termed as BDD-Darkco. Figure 2 shows the sample 

image from the created BDD-Darko dataset and figure 3 shows the created dataset after image enhancement 

technique. 

 
Figure 2: Sample image from the BDD-Darko dataset 
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𝑒 2 

 

Figure 3: Sample image from the BDD-Darko dataset after applying GHE Ensemble. 

B. FRAME CONVERSION 

Frames are converted into 640 Pixel and transformed coloured to the gray scale for the future analysis of 

the frame. used scikit-image 0.13.1 and OpenCV-python 3.4.0.12. If the frames are less than 640 pixels then it 

is resized using math function and then converted into the gray scale. 

C. PIXEL NORMALIZATION 

It is the one of normalizing technique in the image processing. Where it equally normalizes or distribute 

the pixel throughout the given input image. It takes the maximum pixel value available in the given image and 

divide all the other pixel value by it. Later it recomputes the pixel value by the equation 1. For the proposed 

model initially tried this method but more than this gaussian filter worked well for the model [18]. 

 

(𝑚(𝑝(𝑎, 𝑏) − 𝑓𝑐 ) 
𝑃(𝑎, 𝑏) = 

𝑟𝑐 

∑𝑎 ∑𝑏 𝑃(𝑎, 𝑏) 
𝑤ℎ𝑒𝑟𝑒 𝑓𝑐 = 1 

𝑛 

√∑ ∑ (𝑝(𝑎, 𝑏) − 𝑓𝑐)2 
𝑟𝑐 = 𝑎  𝑏 ⁄𝑛 

 
where m is the scaling actor, P (a, b) is the image at the pixel value at a, b point, n is the total number of 

pixels. 

D. GAUSSIAN FILTER 

Filtering the image by deleting the low pass part of the image from the original image. In the simpler word 

adding high frequency content to the raw input image to increase the quality to the image. Intern it decrease 

the noise in the image [19]. There is two ways to find the gaussian filter i.e., one-dimension gaussian filter and 

two-dimension gaussian filter. Equation for two-dimension calculation [20]. 

 

1 
𝐺(𝑥, 𝑦) = 

2𝜋𝜎2 
−𝑥2+𝑦2 

2𝜎2 

 
E. HISTOGRAM 

It is the graphical representation of the given input image. Where there is two axis x and y in that x axis 

represents the variations and y axis represents the number of pixel available in that particular point [21]. 

Histogram has various application they are 1. Analysing the images 2. Increasing the brightness of the given 

image .3 Image equalization: equal distribution of the pixel throughout the image. 4 Thresholding the image 

with the customized value. 5. Any other type of transformation can also be done. Working of histogram is 

explained in the algorithm 1. 
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Algorithm 1: Working of Histogram 

Step1: Find the maximum intensity and fix the gray levelling range which includes the maximum intensity 

in that. 

Step 2: Find the number of occurrences of pixel in each gray level. 

Step 3: Plot the graph based on the number of occurrences of the pixel and respective gray scale. 

Step 4: Find the probability density function using the below equation. 

 

𝑀(𝐾) = 
𝐹(𝐾) 

3 
𝑅 

 
Where M(K) is the probability density function F is the frequency of the gray scale, R is the highest value 

of the gray scale. 

Step 5: Find the cumulative distribution function for each M(K) in the above step 4. 

 

𝐾 

𝐶(𝐾) = 𝐹(𝐾) = ∑ 𝑆𝑅 (𝑅𝑗) 𝐾 = 0,1, … . 𝑙𝑎𝑠𝑡 𝑒𝑙𝑒𝑚𝑒𝑛𝑡 − 1 4 
𝑗=0 

 
Step 6: Multiply the C(K) with the maximum gray value. 

Step 7: Apply the round off operation for each of the value obtained and finally plot the histogram graph 

again. 

F. ADAPTIVE HISTOGRAM EQUALIZATION 

It is the one of the most important image enhancement techniques in the histogram [22]. It computes the 

many histograms for the single given image. Each part of the image it is applying and it will redistribute the 

pixel value of the image. Which intern increases the contrasts of the given image. For the created dataset it is 

best suitable [23]. Here we modified the various clip value for the adaptive histogram equalization. Clip value 

of this method tells that how much maximum distribution of pixel can be done for the given any image. For 

the created dataset worked with 0.1, 0.2, 0.3, 0.4 ,0.5 Clip value. From that 0.2 yielded the best result for the 

proposed model. Advantages of using this technique is it computes many histograms in different section of the 

given image. It increases the contrast of the input image locally. It preserves the edges in the various part of 

the image [24]. 

 

G. WORKING OF YOLOV5 MODEL 

Yolov5 is the one the most popular image processing or computer vision algorithm or model for detecting 

the objects in the given frame or video in the single shot. It is called as you only look once [26]. It is based on 

the deep learning framework. Where there are many versions in the algorithm. Depending on the type of 

dataset, training time, output required Yolov3, Yolov5, Yolov7 are used. For the proposed model yolov5 is 

used to detect the multi object in the night vision environment. In yolov5 also there is four different kinds 

available i.e 1. Small 2. Medium 3. Big 4. Extra-large. For the proposed work big is used. First yolov5 

algorithm generates the various feature from the given input frame or image. Later this feature is subjected to 

the learning model and creates the bounding box for detection of object and predicting the suitable class label. 

In the proposed model the image or frame obtained from the GHE ensemble is passed to the YOLOv5 model. 

Where there total 6 classes i.e 1. Car 2. Person 3. Building 4. Road 5. Bus 6. Truck. Once the input image is 

sent to the yolov5 it will undergo major three process 1. Backbone 2. Neck 3. Head. Figure 4 shows the various 

task carried out by the three processes in the model [27] [28]. Figure 5 shows the overall working algorithm of 

the yolov5 algorithm. Where x is the bounding box, c is the predicted class label for the model, xw, xh is the 

width and hight of the bounding box, n is the number of labels in the class, x1 and y1 are the two coordinates 

in the bounding box [29]. 
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Figure 4: Working of three major steps in the Yolov5 model. 

 

 

Figure 5: Working algorithm of the YOLOV5 model. 

 

IV. RESULTS AND DISCUSSION 

For the proposed model to run Jupiter and google colab is used. For plotting the graph MATLAB 2020 and 

Roboflow is used. For training, validating and testing 67% 23%, 10% Of dataset is used respectively. Figure 6 

and 8 shows the sample image of the created dataset without applying any pre-processing technique. Figure 7 

and 9 shows the image after applying the GHE ensemble image enhancement model. Figure 10 and 11 shows 

the histogram graph before applying any pre-processing technique and after applying the GHE ensemble 

model. Figure 11 clearly shows even distribution of pixel throughout the image. Table a show the comparison 

of MAP before applying GHE Ensemble model and after applying it. Where there is huge difference in the 

value. Figure 12 and 13 shows the comparison of MAP before and after applying GHE Ensemble model. The 

final accuracy and other performance measuring parameter is compared and discussed in the comparative study 

in the next section. 

 
Figure 6: Sample dataset before image enhancement. 
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Figure 7: Sample dataset after applying image enhancement for the Figure 6. 
 

 

Figure 8: Sample dataset before image enhancement. 
 

Figure 9: Sample dataset after applying image enhancement for Figure 6. 

 

Figure 10: Graph of pixel before applying Histogram 
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Figure 11: Graph of pixel after applying Histogram. 

 

 
Table 1: Comparison of mean average precision of original data and GHE- Ensemble data. 

 

Dataset Number of images Number of objects MAP 

Original training dataset 20000 79413 33.4 

GHE- Ensemble trained data set 25000 90126 65.3 

 

 

Figure 12: Shows the MAP value for created dataset before applying image enhancement technique 

 

Figure 13: Shows the MAP value for created dataset after applying image enhancement technique -GHE Ensemble. 

 

 

V. COMPARATIVE STUDY 

Table 2 show the comparison of our model GHE- Ensemble with Yolov5 with other previously existing 

model at the threshold value of average precision at 25, 50, 75. Where proposed model is working better than 

the other baseline model at all the threshold value. Table 3 shows the comparison of the proposed model with 

other baseline model like Yolov5, retina net, Yolov4, faster RCNN with respect to MAP at 0.5% confidence 

level. The proposed model MAP is better than the previously existing model. 
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Table 2: Comparison of average precision at the different threshold value 25, 50, 75. 
 

Algorithm AP(25) AP(50) AP(75) 

Faster R-CNN[9] 35.7 58.2 38.8 

Cascade R-CNN[9] 39.3 61.9 41.7 

Mask R-CNN[9] 32.3 56.1 34.5 

Retinal Net[9] 29.9 53 30.2 

SSN[9] 29.9 53 30.2 

GHE-Yolov5(Proposed model ) 45.9 65.3 55.9 

 

Table 3: Comparison of MAP of various existing method at the confidence level 0.5%. 
 

Method Mean average precision (MAP) at 0.5% 

Yolov5[13] 62.9 

Retina net [13] 58.2 

Yolov4[13] 59.8 

Faster RCNN[13] 54.3 

Proposed Model  65.3 
 

 

A. EVALUATION METRICS 

Precision: It is defined as ratio of the predicted sample in the ground truth to the total number of 

predicted samples in the given dataset. Where A is the true positive and B is the false positive [31]. Equation 5 

shows the formula to calculate the precision of any given model. 

 

Recall: It is the one of the measuring parameters of any given model. Here it measures the ratio of true 

positive to the true positive and true negative. Given any model as precision and recall value is high is 

considered as the good performance of the system. Always value lies between 0 to 1. If calculated in 

percentage then it will range from 0 to 100% [32]. A is true positive and B is true negative. Equation 6 gives 

the formula to calculate the recall of the given model. 

 

Average precision: Equation 7 shows the way to calculate the average precision for the 

proposed model. This parameter shows how accurate the model is predicting the class. where r is the recall, p is the 

precision, m is the threshold value [33]. 

 
Mean average precision: Equation 8 

gives the formula to create the MAP where m is the threshold value, i is variable which is initialized to 1 and which 

goes upto m, APi is the average precision at the ith value [33]. 
 

𝑚 
1 

𝑀𝐴𝑃 = 
𝑚 
∑ 𝐴𝑃𝑖 8 

𝑖=1 

 

VI. CONCLUSION AND FUTURE SCOPE 

 

For the proposed night vision created the database BDD-Darko from the standard BDD dataset. For the dataset 

applied GHE- Ensemble image enhancement technique. Where it resulted in equally distributed pixel value in the 

images. Then subjected to the Yolov5 training model and tested. Which resulted in far better performance than the 

baseline model or previous existing model [34]. Further it can be trained using hybrid deep learning model for the 

better improvement of the system [35]. 
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