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Abstract: - Social media acts as one of the biggest contributions in every field. In healthcare applications it helps to estimate the quality of 

the services provided by different hospitals and doctors. Using the text mining technique, the services are analyzed. Several text mining 

techniques were performed in recent times. However, the effectiveness of text mining in the healthcare field is still a complicated task. 

Hence, we propose a novel Support Vector Machine (SVM) based Improved Aquilla Optimizer (IAO) algorithm to enhance the text mining 

from the reviews in the social media. Using this patient can easily evaluate the quality and services of particular clinics and doctors. The 

work includes the preprocessing of the dataset collected and then discriminative least square regression (DLSR) for the extraction of 

features from the preprocessed data. Experimental analysis is conducted to analyze the performance of the proposed work. The results are 

compared with state-of-art works with different performance metrics. Thus, our proposed work can be used to mine the text for the 

healthcare applications. 
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 INTRODUCTION  

Text mining is also mentioned as text data mining [1]. It is the process of extricating fundamental data from text-

based data [2]. It is a part of lines, documents, and so on which be part of a group to a set of classes. An analytics 

method that qualifies the text based on similar features. The applications of text mining are Risk management, 

Business Intelligence, customer care, social media. First, we are going to discuss Risk Management [3]. It is a 

process of analyzing and identifying risk in an organization. In-text mining can reduce risk more effectively. The 

information is connected toa large amount of data. It can relate the data at a required time. Secondly, it plays an 
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important role in Business Intelligence with the help of Text mining the quality is compared with another firm. 

Third, natural language processing finds the consequence of methods in text mining with customer care support. 

The feedback is given in text format and is analyzed by the organization. Fourth, in social media, a lot of emails, 

news, and so on are given to monitor for investigation. It can interact by replying to the comments. The 

performance is calculated by the followers [4]. The advantages of Text mining are the quality of research is 

increased. It is efficient and has good accuracy. It enhances the customer relationship. The security and privacy 

lacking in data are the disadvantages [5]. 

Moreover, Machine learning is a part of human life. It is a focus point in the field of Artificial Intelligence. 

Machine learning solves and reducesthe problems without any code. The common applications are web search, 

self-driving, speech recognition, and so on. The performance is improved and it automatically performs certain 

tasks. It is a bilateral process and reliable in the frameworkand calculating the consequences [6]. Deep learning 

applies the neural network and rectifies the issues by the decision-making process.It is divided into three 

supervised, unsupervised and semi-supervised. It works like neurons in neural networks [7]. It has numerous 

surfaces from input to output. The surfaces are called secret surfaces. The commonly used applications are image 

search, handwriting recognition and language translation.  

Eventually, in text mining the information is searched from numerous numbers of data to find related information. 

When uniting with machine and deep learning it can design a text models and extricate the specific information 

from previous data.In healthcare the information is grouped together in the form of text and integrated data about 

medical reports, patients, visitors, and letters and so on. It extracts the information from the text data. It finds and 

improves the quality of the patient’s healthcare.The consequence of identifying the patient’s report is more 

efficient. The standard is increased by examining the external report like CT scan, X-ray, and so on [8, 9].  

To perform text mining in healthcare applications several approaches are proposed, however, the accuracy, 

complexity are not up to the mark and hence we proposed a novel approach known as the SVM-based IAO 

approach which effectively mines the text from healthcare datasets. The key contributions of our proposed work 

are listed below,  

➢ The data are collected related to the healthcare applications 

➢ The collected data are preprocessed to attain the required format 

➢ The features are extracted by using the DLSR approach which effectively extracts the required features 

from the dataset. 

➢ Then the extracted features are used for the text mining of healthcare. For this, we have uses SVM based 

improved Aquila Optimizer. This effectively mines the text from the medical datasets. 

The rest of the work is organized as follows; the related works are reviewed and explained in section 2. In section 

3, the proposed work along with the different steps is explained. The experimental analysis is made in section 4. 

The work is concluded in section 6. 

 LITERATURE SURVEY 

To combine data mining and optimization Agrawal et al. [10] have described the combination of Data miners 

using optimizers (DUO). The data miners and optimizers are closely related to each other and improve 

optimization. The optimizers that create N times input and different features are partitioned from each 

division.Both the learners are easily predicted and implemented. Thus, the algorithm is predicted by future 

software analytics. 

Zhao et al. [11] have proposed Siamese Dense neural networks (SDNN) to combine the features and metrics. The 

faults are sorted in similar or dissimilar data. The distance between the start to end position is monitored by 

metrics. The cosine priority is created for loss functions.The method consists of two or more frameworks. The 

similar and dissimilar data concentrate the input data. The dataset is more efficient in multiple frameworks. 

Moreover, the threats are mitigated to authenticity. 

To design a text mining Zhong et al. [12] have stated the Latent Dirichlet Allocation (LDA) algorithm. It can 

identify files from hidden features. In feature processing, the records are extracted from the classifier. The record 



J. Electrical Systems 20-3 (2024): 1430-1443 

 

1432 

that produces the pre-processed network.Afterward, clustering is a step to identify the classification. The 

framework that identifies the text and patterns. Although, the complexity of this algorithm should improve. 

Qi et al. [13] have demonstrated Massive open online courses (MOOC) to estimate different content. The 

information is included in the text features. The sentences are divided into the text to classify the sequences. An 

autoencoder is used to classify the models. It also builds the classifier for the feature neural network. It improves 

the feature support and occurrence.  However, the limited methods should be modified. 

Wang et al. [14] have stated to identify Domestic Violence (DV). The critical text is identified by this method. 

For processing, the text is extracted from the classification methods. The features are analyzed and identified by 

the text data. The data is used to identify the critical feature. The features that calculate the dimension of the 

text.The performance is identified better to get the best results. Thus, the critical post is identified in real-time. 

To analyze IoT technology Chen et al. [15] have described the Technology Service Evolution Analysis (TSEA). 

The process is analyzedto define the specific task.The data is collected in the database. The data is collected and 

then it is pre-processed to do further actions and the outcome is based on IoT technique.The data are observed in 

logistics services. In the future, comprehensive documents should be researched. 

Jianping et al. [16] have described extricating the text mining established on Convolutional Neural Networks 

(CNN). The classification consists of three parts, data acquisition, statistical analysis, and text classification. The 

numerous data to form dataset for pre-processing. The process is determined features, classification, and mining. 

The text data are prepared for different pre-processing data. The data is authentic and improves the classifications. 

Yet, the training set and precision should be higher. 

Li et al. [17] have demonstrated the DeepNeural Network method for node classification (DNNNC). The 

classification solves the suboptimal nodes. For classification purposes, the nodes and structures are well trained. 

It performs ona large scale in the classification of a real-world dataset. It performs mining and determines the node 

features. The higher level features are defined and encrypted. Thus, the running time is too long. 

Dass et al. [18] have developed a multiple Field-Programmable Gate Array (FPGA) systems. The data is applied 

in large sets from data samples. The support vector machine of training data to terminate the training algorithms. 

The cloud processor that processes the depletion of energy. It is efficient, scalable, and reliable to increase energy 

and time. Thus, the clock frequency and explore the performance are modified. 

 PROPOSED SVM-IAO BASED TEXT MINING 

This section reveals the proposed SVM-IAO-based text mining in healthcare applications. Here we considered the 

dataset that is collected from Indian hospitals. The steps involved in text mining are data collection, data 

preprocessing, feature extraction, and text mining. The techniques used in the proposed approaches are illustrated 

in figure 1.  

 
Fig 1: Schematic diagram of the proposed approach 

A. Data Collection 

We gathered data from three regions of India using the Python-based web crawler which downloads the web 

pages. The validation of content is ensured by the selection of high-quality services and diseases with low 

requirements of services. the disease specialist considered to gather the data are oncologists, neurologists, 

cardiologists, orthopedics, and pulmonologists with high risk and low risk, we have considered the data from, 

general physicians, endocrinologists, psychiatrists, etc., the life span of datasets is 10 years. Moreover, we have 

collected 65,378 reviews. We have used text reviews with quantitative ratings. Using the binary labels we 
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estimated the quality and quantitative ratings of healthcare. The reviews are divided into two classes. The ratings 

with 4 to 5 are labeled as 1 that is positive and others are denoted as negative 0. The overall description of the 

dataset is listed in table 1.  

From the data collected it is necessary to extract the features to differentiate the positive and negative classes. We 

have utilizes a DLSR method to extract the features which can be used to predict the diseases using text mining. 

The dataset is divided into 70:30 for training and testing purposes.  

 

Table 1: Dataset description 

 

Specialists Reviews Well rated 

doctors 

Review 

percentage 

Well rated 

doctors 

percentage 

Reviews per 

doctor 

Orthopedics 2267 134 4.98 3.89 19.22 

Cardiologists 16,398 998 28.09 27.21 16.57 

Neurologists 1705 156 3.23 4.76 11.01 

Oncologists 5126 423 9.56 11.01 11.99 

Pulmonologists 3421 151 6.11 4.78 23.12 

General physicians 1657 172 2.89 5.34 10.11 

Pediatricians 7612 721 14.02 16.45 13.0716.45 

Endocrinologists 2412 256 4.37 6.37 10.55 

Nephrologists 2856 267 5.12 7.34 11.39 

 

B. Text Pre-processing 

This step is to convert the unstructured data into structured data. the steps involved in the pre-processing are shown 

below. The textual data are filtered using the tool Stanford CoreNLP tools [22] and transform the source data into 

the required format for further steps. This step also ignores the white spaces, numbers, question words, tabs, URLs, 

etc., moreover, it also transforms the content into lower case. The word feature sequences are obtained by the 

tokenization and NLP stemmer approaches [23, 24]. 

C. Feature extraction 

This step is to extract the features to reduce the dimensionality of the acquired data by forming the subset which 

replicates the original dataset and is used for further process. This process is used to ignore the irrelevant features 

and therein significantly derives the relevant features. The main objective of feature extraction is to design a small 

subset that obviously determines the dataset. Some of the advantages of feature extraction are storage reduction, 

reducing overfitting issues, overcoming complexities, and more. Moreover, it involves two stages subset 

production and evaluation of subset. After the production of the subset, the evaluation is made to check the 

optimization of the approach. Here, we utilized the DLSR approach [25] for the feature extraction process. To 

begin with, consider the training samples after the preprocessing as  

  xd

x HmmmM = ,....,, 21                                                   (1) 

The total number of training samples is indicated as x from C classes. The dimensionality of the healthcare data 

sample is given as d. the subset of the sample is denoted as 
xdHM  . The binary matrix form of the M is 

represented as   xd

x HrrrR = ,....,, 21 . The LSR is used to map the training samples to the binary label 

sample by learning the projection matrix. Then the objective function can be expressed as,  

22
min

JJG
GRGM +−                                       (2) 
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The positive regularization parameter of the matrix s given as  . The projection matrix is denoted as G. 
2

.
J

is 

the matrix Frobenius norm. The least-square loss function is represented in the first term of eqn. (2) and the second 

term circumvents the overfitting problem. The closed-form of solution of (2) is given as,  

1)(
~ −+= IMMRMG TT                                        (3) 

For the new sample n, the label estimation is made as ll nGk )
~

(maxarg= . Here, lnG )
~

( is denoted as the lth 

value of nG
~

. Mainly the DLSR is used to improve the distance between the true and false classification. This can 

be achieved by the exploitation of dragging techniques. Then the regression model can be defined as,  

0,.,)(min
22

.
++− TtsGTYRGM

JJTG
                                     (4) 

Here Y can be indicated by,  





=−

=+
=

0,1

1,1

il

il

il
Rif

Rif
Y                                       (5) 

The binary label matrix can be estimated as,  

42

1100

0011









= PR                                        (6) 

This DLSR is used to extract the features from the preprocessed datasets.  

D. SVM for text mining 

SVM [26] is the classification algorithm used to classify the text related to healthcare and others. Here we consider 

the text datasets from the medical records and classifies accordingly.  Let us assume that the e is the text data 

that contains either the healthcare data or other data. The text from the dataset is labeled as ]1,1[−if and can 

be given as,  





+

−
=

othersefor

healthcareefor
f

i

i

i
1

1
 

The training dataset can be indicated as,  

( ) Nife ii ,....,3,2,1, ==  

The healthcare data and other details are separated by the hyperplane H [27]. hence two hyperplanes are plotted 

against the closest points that fall under the range of -1 to 1.  

=− exeH 0.:  

=− exeH 1.:1   

−=− exeH 1.:2   

The distance between the H and the origin is indicated as x and the normal data are denoted as  . The construction 

of the hyperplane is illustrated in figure 2. Further, the classification requires a clustering process for the labeling 

so that it can be easily trained for the particular group. For this purpose, we have utilized the IAO algorithm.  
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Fig 2: Hyperplane formation 

E. Improved Aquila Optimization (IAO) algorithm  

Here, we explain the general Aquila Optimization (AO) algorithm. To fulfilled the solution between the problem's 

upper and lower constraints, one of the population-based strategies is the AO algorithm [19]. An optimal solution 

is the best candidate solution obtained via the initialization procedure. 
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    (7) 

The current iterations with the candidate solution is ACQ and the problem dimension is d. Where, kACQ  and N 

are the kth solution and its entire amount of candidate solution population 

( ) dkNjwhereLLLLULrandomACQ kkkjk ,....,2,1;,....,2,1,, ==+−=    (8) 

The arbitrarily generated number is random with the kth solution of upper and lower limits are kUL  and kLL . 

The general AO algoirthm comprises with four stages namely prolonged exploration, narrowed exploration, 

prolonged exploitation and narrowed exploitation (net). 

• Prolonged Exploration (PE) 

The words are chosen in this providing leadership on the shame categories, similar to how the Aquila chooses the 

ideal hunting area by high soar and vertical stoop, and it may be represented as, 

( ) ( )randomtBesttACQ
T

t
tACQtPE ACQMbest −+








−=+ )()(1)(1   (9) 

The aid of first search application PE  as ( )1+tPE  obtains at tth solution iteration. Where, ACQBest  is the 

tthcommencement that obtains the previous best solution thereby providing an accurate shaming class. The 

explorations are managed by adopting as 







−

T

t
1 . The below equation describes the average value position of 

the current solutions. 


=

==
N

j

jM dkWheretACQ
N

tACQ
1

,....,2,1,),(
1

)(      (10) 

The random number falls into the interval 0 to 1. 

• Narrowed exploration (NEL) 

Following the assessment of prey, the Aquila encircles and assaults the targeted prey; similarly, the encircling 

mechanism encircles and analyses the targeted words from the comments. Aquila contour flying with brief glide 

attack is a characteristic that can be represented as, 

( ) randomdctRandomSDLtBesttNEL ACQACQ −++=+ )()()()(1    (11) 

At tth solution iteration, the solution is ( )1+tNEL  that describing the narrow band exploration is NE . The space 

dimension is SD and L  is the levy flight distribution function.From the ith iteration, [1,N] is the range that select 

the random solution. The below equation explains the levy flight distribution. 






1
)(

v

u
SDL


=      (12) 
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The fixed and constant values of  is 0.01. Te below equation estimates the  ,  

( )




























 +









 
+

=







 −

2

1

2
2

1

2
sin1









      (13) 

Predetermine 6.1= and the following formula express the c and d values. 

)cos( =c , )sin( =d               (14) 

Where, 
2

3
1


= , 11  +−= D and 11 DURR += . The predefined value is  and integer value 

of d isD1. 

• Prolonged exploitation (PET) 

This would be the approach for classifying the humiliating text in the same way that the Aquila attacks the selected 

prey after locating it precisely. This is done in a slow and methodical manner. It can be stated as follows: 

( )( ) ( )( )  +−+−−=+ LLrandomLLULrandomtACQtBesttPET MACQ )()1(  (15) 

The next iteration is )1( +tPET  and PET  is the expanded exploitation model. The coarse-grained prey 

position is ACQBest . To adopt exploitation, α and   are the predefined parameters. 

• Narrowed Exploitation (NET) 

It is the approach for categorizing the humiliating text in the same way that the Aquila attacks the selected prey 

after locating it precisely. This is accomplished in a methodical and orderly manner. It's possible to say it like this: 

( ) ( )( ) 121 )()(1 HrandomDLHrantACQHtBestQAtNET ACQ +−−=+  (16) 

Due to tth iteration, solution obtained is ( )1+tNET  and the function quality is QA and it is expressed as, 

( )21

1()2

)( T

random

ttQA −

−

=       (17) 

At tth iteration,quality function value is )(tQA and the ACQ movement tracker is 1H .The final ACQ position is

2H . 

1()21 −= randomH      (18) 









−=

T

t
H 122

     (19) 

Based on general AO algorithm, its performance is degraded due to lesser searchability and higher computational 

cost. Hence, we are going to apply Quasi-Opposition Learning Strategy(QOLS) along with the AO algorithm for 

the better efficiency and the newly developed model is named as Improved Aquila Optimization (IAO) algorithm 

[20]. 

On the basis of the oppositionbased learning (OBL) method, a quasi-opposition learning (QOL) strategy was 

created, which could also improve the algorithm's performance, solution  quality and population diversity [21]. 

The searching area of an opposition-based active learning is expanded by computing the opponent answer of the 

present solution in the search space, using the formula: 

jj YULLLY −+='
     (20) 

The upper and lower limits are ULand LLwith the current solution are jY . Equation (21) expresses the quasi-

opposition solution formula. 
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( )
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−−

−+
=

ElseRandomMYM

MYifRandomYMM
Y

j

jjQ

j
,

,

2

1
     (22) 

The current search space of midpoint is
2

LLUL
M

+
= .  Both exploration and exploitation of AO algorithm is 

enhanced via Quasi-Opposition Learning Strategy (QOLS).  

F. Proposed SVM based IAO approach 

Different patients express their opinions differently and hence it is necessary to differentiate the positive and 

negative classes. The positive and negative classes are classified by our proposed approach effectively. 

Meanwhile, the first feature set includes standard text features, second includes, health status reviewed by the 

authors. Third contains the duration of illness. Fourth set contains recommendation and critics; finally, the social 

impact based reviews are included in the fifth set. These sets are effectively classified by the proposed approach 

thus increases the text mining efficacy in the healthcare applications. The schematic flow chart of our proposed 

work is illustrated in figure 3.  

 

 
Fig 3: Schematic flow chart of our proposed work 

RESULT AND DISCUSSION: 

In this section, we discuss the experimental results of proposed framework and it is calculated using various state-

of-art techniques namely SDNN, LDA, MOOC and CNN with proposed method. The conceptual framework is 

Yelp (Yelp.com), a US-based charity that offers information on more 8 million doctors. Individuals may add visual 

content and write written reviews depending upon the treatment experiencesand perceptions [28]. Humans opted 

with Yelp as it has a lot of information on the specialization, location, photo,doctor's name, and so on. The Yelp 

is one of the greatest traffic ratings between websites, attracting additional health doctors' interest. Table 2 explains 

the parameter setting of proposed framework. 

 

Table 2: Parameter settings 

Parameters Values  

Population size of Aquila  50 

Maximum number of iterations 200 

SVM model C-SVM 

Penalty parameter  1.413 
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Kernel function parameter  32 

Kernel function  RBF 

Learning rate  0.1 

 

A. Dataset explanation: 

After selecting the doctor specialisations and tracking most of the hyperlinks of specializations given as search 

engine outputs from Yelp.com or PRW, weemploy a Python-based search engine to collect web pages. We crawl 

ODRs from four different parts of the United States. So these countries have the biggest number of doctors with 

current boards licences, evaluations from such regions was chosen for study. Patients from such locations left the 

most reviews on Yelp.com, sharing images from their experiences.The dataset of online doctor reviews has 

descriptive statistics as shown in Table 3. 

Table 3: Analysis 

Doctors or Specialists Number of 

images  

Number of 

reviews  

Review 

percentages  

Number of 

rated 

doctors   

Rated doctor 

percentages  

Images 

per review  

Doctors 

review  

General physicians 1080 1595 2.86 168 4.26 1.48 9.49 

 

Nephrologists 1169 2745 4.92 255 6.47 2.35 10.76 

Pediatricians 1234 7655 13.73 626 15.89 6.20 12.23 

Endocrinologists 1691 2202 3.95 234 5.94 1.30 9.41 

Psychiatrists 7046 13,740 24.65 792 20.10 1.95 17.35 

Neurologists 1516 1805 3.24 169 4.29 1.19 10.68 

Pulmonologists 2020 3328 5.97 149 3.78 1.65 22.34 

Orthopedics 2231 2271 4.07 125 3.17 1.02 18.17 

Oncologists 5013 5038 9.04 421 10.69 1.00 11.97 

Cardiologists 11,039 15,359 27.56 1001 25.41 1.39 15.34 

 

B. Performance measures: 

This section expresses few of the performance measures like accuracy, sensitivity, and F-score are used in this 

study.  

• Accuracy: 

 It is defines as the similarity rates of data. Based on the total recognized values, thecorrectly recognized values 

ratio is defined as accuracy. The below equation explains the accuracy.  

                           
( )





=

=

+++

+
=

t

x xxxx

t

x xx

FNFPTNTP

TNTP
Accuracy

1

1

)(
                                                       (23) 

Based on the above equation, xFP , xFN , xTP and xTN represents the false positives, false negatives, true 

positives and true negatives. 

• Precision: 
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According to the total recognition numbers, the closest values or positively predicted values measurement is 

defined as precision. 

( )





=

=

+
=

t

x xx

t

x x

FPTP

TP
ecision

1

1

)(
Pr                                                                                                      (24) 

• Recall: 

Recall is a calculation that indicates how many correct positive forecasts were produced out of all potentially good 

forecasts. 

( )





=

=

+
=

t

x xx

t

x x

FNTP

TP
call

1

1

)(
Re                                                                                                          (25) 

• Sensitivity: 

From the falsenegative and true positiveidentifications, the accurate prediction of positives is defined as 

sensitivity.  





=

=

+
=

t

x xx

t

x x

FNTP

TP
ySensitivit

1

1

)(
                                                                                                   (26) 

• F1 score: 

The accuracy on the test dataset measures the F1-score. Both precision and recall calculates the f1 score and it lies 

between [0, 1]. 

( )
callecision

callecision
scoreF

RePr

RePr2
1

+


=−                                                                                              (27) 

C. Performance evaluation:  

Figures 4 and 5 exhibit a graphical representation of the test and training sets' accuracy estimation. It demonstrates 

that the training set's accuracy ranges from 0.986 to 0.992, while the test set's accuracy ranges from 0.981 to 0.993. 

The accuracy of the hybrid model is determined by the maximum accuracy and the poor floating scope. 

 
Fig. 4: A plot of the training set's accuracy calculation 
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Fig. 5: A plot of the testing set's accuracy calculation 

 

The text cues features results are tabulated in Table 4. The state-of-art techniques such SDNN, LDA, MOOC and 

CNN with proposed method are chosen. The proposed method yielded 0.93%F-score, 0.92% Recall, 0.94% 

Precision and 0.92% Accuracy outputs. When comparing to these existing techniques, the proposed approach 

offers good results with better outputs. 

                              Table 4: Feature (Text cues) extraction outputs  

Methods  F-score (%) Recall (%) Precision (%)  Accuracy (%) 

CNN 0.87 0.88 0.85 0.87 

MOOC 0.87 0.85 0.86 0.76 

LDA 0.86 0.67 0.87 0.86 

SDNN 0.86 

 

0.86 0.87 0.81 

Proposed  0.93 0.92 0.94 0.92 

 

Theconvergence cures performance with respect to the state-of-art methods are plotted in Figure 6.Improved 

Aquila Optimization (IAO), cuckoo search (CS), particle swarm optimization (PSO), Gray wolf optimization 

(GWO), and ant colony optimization (ABC) techniques were employed in this work. The convergence 

performance of the IAO algorithm is superior and better when compared to these existing methods. 

 
Fig. 6. Convergence cure performance with respect to the state-of-art methods  

 

The performance analysis of proposed model with respect to fitness curve is plotted in Figure 7. The proposed 

SVM-based IAO technique provides optimal individual fitness with a learning rate. It is determined that the 
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proposed strategy achieves a faster convergence speed based on the acquired fitness curve. Implementing the IAO 

strategy improves the performance of the suggested SVM-based IAO technique. 

 

Fig. 7. Performance analysis of proposed model with respect to fitness curve 

Figure 8 shows the precision rate of the suggested technique, as well as SDNN, LDA, MOOC, and CNN-based 

algorithms. The data in this graph demonstrates that the recommended method is more precise than the other. It 

has an accuracy rate of around 98.9%. SDNN, LDA, MOOC, and CNN were the next most efficient methods after 

the suggested technique. 

 
Fig. 8: State-of-art result of precision  

The graphical representation of each strategy in terms of recall rate is shown in Figure 9. The proposed method's 

recall rate was compared to that of some current approaches. When compared to other methods, the recall rate is 

lower, as shown in the graph. The proposed method has a 95.1 percent recall rate, while the other methods have a 

greater rate. Among all the methods, the proposed method had the highest recall rate. 

 
Fig. 9: State-of-art result of recall 
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Figure 10 shows the F1-score of the suggested technique, as well as SDNN, LDA, MOOC, and CNN-based 

algorithms. It is demonstrated that the proposed method's F1-score has the highest rate of all the approaches, with 

a rate of 97.5 percent. In addition, the SDNN-based technique has a lower F1-score value than the others, as seen 

in the figure. The F1-score values for each approach are presented separately in the graph corresponding to the 

maximum rate order. The proposed method, on the other hand, has a few flaws, such as a greater F1-score, higher 

precision, and lower recall rate. SDNN also has a greater recall rate. 

 
Fig. 10: State-of-art result of F1-score 

CONCLUSION 

The work in this article is based on the novel SVM-based IAO approach for text mining in healthcare applications. 

This work analyzed the opinions about the patient for the specific health clinic and doctors. Our work focused on 

text mining using the SVM-IAO approach which effectively mines the text from the healthcare-related reviews. 

The data are preprocessed prior to the application of DLSR based feature extraction. Our proposed feature 

extraction work effectively extracts the features from the dataset and classifies them as negative and positive. Then 

the SVM-based IAO effectiveness classifies the text from the extracted features. The experimental analyzes were 

made and analyzed the performance metrics such as precision, recall, and F1-score. Further, we conclude that the 

proposed work effectively mines the mines from the social media reviews. 
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