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Abstract: - Traditional methods of evaluating English teaching capability involve a considerable degree of subjective human judgment, 

leading to classification errors in big data information. To improve the comprehensiveness and accuracy of English teaching capability 

evaluation, it is necessary to construct a corresponding evaluation model based on big data. This paper employs the k-means clustering 

analysis algorithm to devise a system structure design for English teaching capability, applies constrained parameter big data structure 

analysis, and proposes utilizing a quantitative recursive approach to evaluate the teaching capabilities of big data information models 

based on cluster analysis. The simulation results demonstrate that the method designed in this paper can enhance the 

comprehensiveness and precision of English teaching capability evaluation, thereby contributing to the advancement of information 

fusion analysis capabilities. 

Keywords: Big Data Analysis, English Teaching, Teaching Capability Evaluation, Quantitative Recursive Analysis, K-
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I.  INTRODUCTION 

In the context of the ongoing advancement of internet big data analysis, data mining and data analysis 

technologies are extensively utilized across diverse domains, especially in corporate marketing activities. Internet 

companies, by analyzing consumers’ psychology and habits, can more accurately target market demands. 

Currently, as the depth of English teaching intensifies, assessing English teaching capability has garnered growing 

significance. When assessing English teaching capability, the core indicators that underpin proficiency are the 

capacity to store and effectively apply English vocabulary, meaning that vocabulary usage can explain the capacity 

for language learning. Manual evaluation, as a traditional method of assessing English teaching capability, has the 

advantage of a flexible evaluation process. However, due to the presence of subjective human judgment, it might 

lead to significant evaluation errors. When assessing English teaching capability, it is imperative to establish 

standardized and consistent evaluation criteria. Due to various constraints affecting measurement of English 

teaching capability levels, constructing constrained parameter models and big data analysis models is beneficial 

for improving the predictive capacity and effectiveness of the evaluation. Consequently, this research endeavors to 

establish an evaluation model for English teaching capability, drawing upon the sophisticated techniques of big 

data clustering analysis and information fusion. To substantiate the efficacy of the proposed methodologies, 

rigorous simulation experiments have been conducted. 

II. ENGLISH TEACHING CAPABILITY EVALUATION SYSTEM STRUCTURE DESIGN 

A. Improvement Ideas for K-means Clustering Analysis Algorithm 

The K-means clustering analysis algorithm is included in data mining clustering analysis techniques. The 

instability of the algorithm, as well as the significant impact of outliers and noise, primarily stem from the technique 

employed for selecting the center. In order to tackle these challenges, this paper introduces an innovative approach 

for selecting initial clustering centers. Specifically, it involves classifying the extracted S sample sets using 

hierarchical agglomerative clustering technology, ensuring that the classes of clustering centers are inconsistent, 

and that each class’s sample set is representative. The new method for selecting initial clustering centers is as 

follows: first, extract S sample sets from the original data, then hierarchically agglomerate and classify each sample 

set as k′ classes, remove classes with ≤1 members to eliminate outliers, thus ensuring the representativeness of 
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clustering centers; next, agglomerate the sample sets into k classes, with clustering centers also being K; finally, 

re-agglomerate the S ×k′ clustering centers generated from the S samples, with the optimal initial class center being 

K. The advantage of this method is that it proposes an automatic selection method for initial clustering centers, 

which selects initial clustering points with high representativeness, thus improving the efficiency of the entire 

dataset partitioning. [1-2] 

B. Design of the English Teaching Capability System Structure 

The evaluation of English teaching capability also involves teachers’ assessment of students. As internet 

technology continues to rapidly evolve, the methods students utilize to access the internet have grown progressively 

simpler and more convenient. In the English teaching system, the learning tasks arranged for students include 

traditional text reading as well as online discussions, live program design development, etc. Teachers can set their 

teaching goals in advance, and students can also obtain their tasks through the system. The system will timely 

collect and categorize data on students’ task completion and interaction system, providing firsthand data for data 

mining algorithms. Both teachers and students can receive feedback from the system periodically for timely 

corrections. [3] 

As shown in Figure 1, the system theoretically designs a dynamic English teaching capability evaluation model. 

The input layer includes many evaluation parameters, with multiple interactive behavior data constituting the 

process parameters, specifically including students’ task completion time, number of modifications, usage time, 

etc. The evaluation content of task parameters is the time and difficulty level of the tasks completed by the students. 

The teacher’s assessment specifically refers to the grading of students after task completion. When calculating the 

comprehensive score, it is necessary to select methods and evaluation index weight libraries, with the method being 

the predefined evaluation algorithm, thus obtaining the final evaluation results. Teachers and students are now able 

to receive statistical analysis results and improvement suggestions transmitted by the system, facilitating teachers 

in enhancing their teaching methods and further developing their educational capabilities. Simultaneously, the 

system’s next round of new evaluations will begin, forming a virtuous cycle. 

 
Figure 1: English Teaching Capability Evaluation Process 

III.  ENGLISH TEACHING CAPABILITY EVALUATION MODEL BASED ON BIG DATA ANALYSIS 

A.  In-depth Big Data Analysis of Restrictive Factors in Assessing English Teaching Capability 

Enhancing the effectiveness of English teaching capability evaluation can be accomplished by developing an 

information sampling model that is grounded in the constraining parameters specific to English teaching abilities. 

The methods for analyzing English teaching capability are information fusion and time series analysis, where the 

former is nonlinear. The constraint parameter indicators of English teaching capability constitute a set of nonlinear 

time series, characterized by a high-dimensional distribution space across various parameter metrics. The indicators 

of English teaching capability are diverse and comprehensive, encompassing factors such as the breadth of English 

vocabulary, proficiency in oral communication, and the level of investment in teaching facilities, to name a few. 

The differential equation of the information flow model for the constraint parameters of English teaching capability 

is as follows: [4-5] 

                                                       ( ) ( )  nn tntzhtntxx ++=+= 00                                                      (1) 

In equation (1), )]([ 0 tntzh + and ωn represent the multivariate value function and error residual function 

of English teaching capability evaluation, respectively. Due to the high-dimensional feature distribution space of 
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parameter indicators, the method for calculating the evaluation solution vector is the relevance information fusion 

method, thus obtaining the characteristic training subset Si, which satisfies the following conditions: [6] 
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Assuming xn+1=μxn(1-xn) as the conjugate solution of the statistical information model for English teaching 

capability evaluation, then the conjugate solution should meet the condition of characteristic decomposition for 

initial values, expressed as: 

                                                           ( ) ( ) ItduXtutuU = ,,                                                           (2) 

In equation (2), the number set(Ii) i∈N={x1, x2, ···, xm}. Given the multivariate nature of variables within 

the English teaching capability evaluation system, where the feature distribution sequence is represented as x(n), 

the computational formula for assessing measurement values within the information flow framework for evaluating 

English teaching capability, relying on prior statistical measurement values, is as follows: 

( ) ( )  01 == nxEc x 
 

                                                            ( ) ( ) ( )  ( ) rnxnxEc x =+=2                                                             (3) 

( ) 3,0,...,, 121 − kc kkx   

When the distribution condition of English teaching capability levels is a three-dimensional continuous 

functional, it indicates that the assessment framework for English teaching capability yields a convergent outcome, 

with its condition constraint equation being: [7]  

                                                            ( ) ( ) 22

2

1
ln  −== xx

                                                             (4) 

The Leveraging the established information flow model for English teaching capability data, the sequential 

arrangement of the big data distribution model precisely derives the anticipated value of English teaching 

proficiency.
 

B. Quantitative Recursive Analysis of Teaching Capability Evaluation 

The approach utilized for analyzing the data information model pertaining to English teaching capability 

evaluation involves quantitative recursive analysis. Consequently, the control objective function of the English 

teaching capability prediction model is formulated as follows: [8] 
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The method employed for the quantitative recursive evaluation of English teaching capability utilizes the grey 

model, assuming  N

iix
1=

represents the historical distribution data of English teaching capability levels. Assuming 

that the disturbance characteristic value remains constant within the model, the probabilistic density functional 

formula utilized for evaluating English teaching capability can be expressed as follows: 

                                                                             ( ) ( )tKxtu cc =                                                                            (7) 

In the high-dimensional feature distribution space, the continuous function used to evaluate English teaching 

capability is: IRIRIu d →: , which, after K-1 (k≥1) iterations, with N(k)<L, is suitable for obtaining the 

grey sequence of English teaching capability evaluation. By conducting quantitative recursive analysis on the 

output indicators of the English teaching capability evaluation model, K nearest sample values of the big data 

information flow are obtained: [9-10] 
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Employing the method of big data information fusion, formulate the objective function for clustering data 

pertaining to English teaching capability: 
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To obtain quantitative recursive feature results, a rigorous quantitative analysis is conducted on the correlation 

distribution sequence pertaining to the evaluation of English teaching capability: 
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In the formulas above, 0a  represents the sampling amplitude of the evaluation variable, inx −  represents the 

time series, jb  and represents the oscillation decay value of the evaluation numbers.

 
C. Application Analysis of English Teaching Capability Evaluation Model 

For the constructed constraint parameter indicator analysis model, this paper introduces an evaluation approach 

that integrates big data fuzzy K-means clustering with information fusion techniques, leveraging the quantitative 

recursive analysis method for enhanced accuracy and comprehensiveness. Thus, English teaching capability 

evaluation can be seen as solving for the clustering objective function, i.e., solving for the estimated value of the 

constraint vector of the English teaching capability evaluation model. When is minimized, the entropy 

characteristic value of the English teaching capability constraint feature information is: [11] 
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Taking into account the evaluation disturbance item of English teaching capability, the English teaching 

capability evaluation model is simplified to the following least squares equation: 

                                                         ( ) ( ) ( ) ( ) ( ) ( )tnetatiytxtz ti +=+= 
                                                       (12) 

In Equation (12), x(t) represents the actual component of the temporal sequence of data distribution, whereas 

y(t) corresponds to the imaginary component of the series indicating constraints. 

The method for random amplitude processing of teaching ability is the surrogate data method, obtaining ( )kx'

, based on the empirical distribution data of English teaching capability, the utilization rate of English teaching 

resource distribution is: [12] 

                                                                              XU util =                                                                                (13) 

By establishing a hierarchical tree for the English teaching capability evaluation model and analyzing its 

principal component features within the context of big data, the similarity of English receptiveness distribution can 

be determined using the fuzzy proximity fill method. The formula for this method is as follows: 
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In Equation (14), the symbol dij denotes the index associated with the vector of the K-means clustering center, 

whereas di signifies the feature vector representative of the prior distribution within the evaluation framework. 

Through the clustering and integration of evaluation indicator parameters, an expression pertaining to the 

integration of teaching resources can be derived by employing the linear correlation feature fusion approach: 

                                                                 ( ) ( ) ( )xPwxPxwP /=                                                                     (15) 

From equation (15), when the quantitative recursive feature satisfies ( ) mLiN mod , the distribution 

probability characteristic of teaching ability is: ( )
( )








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L

iN
ip , dividing the data flow ( )iX  during the English 

teaching capability evaluation process into submatrices ijX , with the size of submatrices being mN ij  , and 

there are ( )ip  submatrices. By reclustering and integrating the indicator parameters within the English teaching 

capability evaluation model, and subsequently adjusting the corresponding English teaching methods, it is possible 

to enhance the overall English teaching capability. [13] 
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IV. SIMULATION EXPERIMENT 

This paper evaluates the effectiveness of the English teaching capability evaluation method utilizing big data 

analysis through the design and conduct of simulation experiments. For the simulation experiment, six distinct 

types of English class content were chosen, and a comparative analysis was conducted between the evaluation 

effects of traditional English teaching capability evaluation methods and the method proposed in this paper, thereby 

ensuring the validity of the experiment. [14].  

A. Parameter Setting 

The purpose of setting parameters in this paper is to guarantee the efficacy of the proposed method. With 

reference data |Yx| outside the value range [1000, 1250], Dp, DD, Sj, Fi are set to 40×104, 12.8, 800, 1260, 

respectively. In order to maintain consistency in the variables being compared throughout the experiment, the paper 

established the relevant experimental data as presented in Table 1. 

Table 1: Experimental Data 

Experiment Number 1 2 3 4 5 6 

English Teaching 

Duration/min 
20 35 40 45 50 50 

English Teaching 

Content 

English 

Grammar 

English 

Vocabulary 

Explanation 

Sentence 

Analysis 

Oral 

Practice 

Writing 

Practice 
English Dialogue 

B. Experiment Validity Test 

The validity of the experiment was ensured through calculation by SPSS, where the validity value must be 

greater than 0.95. Substituting this validity value yields: 
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This indicates the validity of the experiment. 

C. Experiment Data Error Correction 

Since the comparison of teaching ability evaluation involves both models and methods, there is a significant 

error. To uphold the validity of the experimental data, it is imperative that the coefficient substitution ratio between 

the measured values and the true values remains within a reasonable range. With the change in the number of 

experiments, the ratio of coefficient substitution also changes, but its value range always remains [2.45, 6.55]. 

Extreme value determination can avoid non-zero errors, i.e., the method chosen for setting zero point values is the 

time truncation method. [15] 

D. Comparative Analysis of Results 

From Table 2, it is evident that the accuracy and utilization rates of English teaching capability evaluated by 

traditional methods are lower than those evaluated by the method designed in this paper. As depicted in Figure 2, 

the evaluation refusal values pertaining to the method introduced in this study consistently surpass 7500, thereby 

demonstrating the enhanced accuracy of the English teaching capability evaluation model developed through the 

integration of big data information fusion and fuzzy clustering analysis. 

Table 2: Evaluation of Effectiveness Comparison 

Evaluation 

Cycle 

Traditional Method Proposed Method in This Paper 

Accuracy (%) Utilization (%) Accuracy (%) Utilization (%) 

1 85.61 88.65 98.51 98.24 

2 84.16 88.13 97.36 97.96 

3 87.43 80.37 96.82 99.35 

4 89.54 79.16 98.83 96.84 
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Figure 2: Experimental Comparison Results 

V. CONCLUSION 

Due to the many limitations of traditional manual English teaching capability evaluations, this paper introduces 

an enhanced evaluation model that integrates big data information fusion with cluster analysis for a more 

comprehensive assessment. Among the critical indicators for assessing English teaching capability, the proficiency 

in storing English vocabulary and the capability to apply it effectively stand out as the most significant.. Therefore, 

based on these indicators, this paper tested and compared the evaluation effects of the proposed method with 

traditional methods through simulation experiments. The findings indicate that the optimized evaluation method 

employed in this study is beneficial for enhancing the comprehensiveness and precision of the assessment of 

English teaching capability. 
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