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Abstract: - Historie maps are essential for comprehending how buildings and landscapes have changed over time. For this—vectorization can
be a wsefiol method of analysis for an extensive collection of these maps. However, text overlaps with stroctural elements—often makes this
process more difficuli, Therefore, an automated pipeline for text recogmition, pixel-level text mask creation, dataset generation, and text
bounding bex detection has been propossd. Findmgs shows—text segmentation, detection, and recognition were demonstrated by the
combination of Mask Region-based Comvolutional Neural Network (Mask R-CNIN) and UNet model achieved a 99.12% of all text occurrences
in images—which also attained an accuracy of 87.72% while collecting text inside bounding boxes. This end-to-end prpeline shows potential
for a wide range of future uses, especially when it comes to text removal for the purpose of making histore maps easier to vestonze and
analyze—which will improve the understanding of historical buildings and landscapes.
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1. Introduction

Historic maps are priceless documentation of the changes in landscapes throughout time—offering vital
information for a variety of disciplines such as civil engineering, uwrban planning, and historical studies. These
maps provide a thorough explanation of how land use has changed throughout time by tracking the changes
brought by narural disasters, disputes, and construction. Historic maps are especially valuable in the fields of civil
engineering and construction becanse they help identify strong building foundations by highlighting geotechnical
risks like abandoned quarries and mines, However, re-landscaping—a critical process in contemporary
construction—is highly dependent on the precise data that historic maps offer—highlighting the financial benefits
of digitizing and automating feature recognition in historical maps. The digitalization and automatic feature
recognition of historical maps provide significant societal benefits that go bevond commercial ones. For instance,
the University College London project—Legacies of British Slave-ownership—which compiled information on
slave plantation estate in the British Caribbean between 1763 and 1833, Researchers tracked Jamaican sugar
estates using geo-referenced maps from The National Library of Scotland's vast collection, providing insight info
the history and effects of slavery. These initiatives highlight how crucial historic maps are to improve society's
comprehension of major historical occurrences throughout the world.

However, in order to analvze and comprehend historical maps, raster images—uwhich are made up of pixels—
need to be converted into vector images, which are made up of points, lines, and curves. To automatically quantify
spatial changes across time—vectorization improves the precision and effectiveness of historical analysis.
However, the presence of text labels covering important features poses a typical obstacle to vectorizing historic
maps and impedes precise feature extraction. Therefore, in order to solve this, text localization and extraction
using Deep Learning (DL) techniques is done with the goal of getting overcome the drawbacks noted in earlier
research, like that done by [1]-[4]. An automated pipeline for the creation of datasets, the detection of text
bounding boxes, the development of pixel-level text masks, and text recognition was proposed in this study. By
minimizing image modifications and maintaining the integrity of the underlying features, this method attempted
to remove fext from map images selectively, which would speed up the vectorization process. The National
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Library of Scotland donated the OS 25-inch maps from 1892-1914, which were used in this study's historic maps
of Edinburgh. These detailed and expansive maps included georeferenced metadata—which provides accurate
locational context and increases the maps' usefulness for digital mapping and historical research. Therefore, in
order to improve the training efficacy of DL models. the study's methodology required creating a custom dataset
that replicated the text properties in the historical maps. Text detection and segmentation showed positive
outcomes when Mask Region-based Convolutional Neural Network (Mask R-CNN) and UNet models were used.
While the UNet model offered greater mask accuracy—which is necessary for text removal and in-depth feature
analysis—the Mask R-CNN model performed exceptionally well in identifying text instances and enabling
Optical Character Recognition (OCR). To maximize performance on the big and detailed map images. training
these models needed careful consideration of aspects including learning rates and loss functions. The study also
looked into ways to improve text detection accuracy and deal with the problems of huge, overlapping text, such
as sliding windows and image rotation. To enhance the models' capabilities, more dataset enhancements were
taken into consideration, like changing the text size and font variants.

The paper is as follows; in the following section, we'll look at the study's backdrop. The related works are
presented in Section 3. The materials, procedures, data, and model are covered in Section 4. The experimental
analysis is described in Section 5. and the study is concluded with some conclusions and ideas for future work in
Section 6.

2. Background

Digital images are essential to computer-based analysis and storage because they use a grid of pixels to represent

visual material—with each pixel including a color intensity value. These images usually go through pre-

processing to improve analysis accuracy and standardise dataset, especially when they are historical or detailed
like maps. In order to prepare images for further analysis by DL models—pre-processing could include noise
reduction, color simplification, or channel adjustments. In essence, a digital image is a matrix, with dimensions
that match its width (7), height (H), and color channels (C), creating a matrix that is 7 x H x C. A wide spectrum
of colors is possible with 24-bit Red Green Blue (RGB) color—which supports over 16 million distinct colors. In
RGB images, red. green. and blue are represented by three color channels, with pixel intensity values ranging
from 0 (no intensity) to 2¥~! (full intensity). There are several formats used to store digital images, each with
unique properties. For instance, Tag Image File Format (TIFF) files, which are often used for historical maps,
preserve uncompressed image data and contain geo-location metadata, which is essential for mapping
applications. Other formats, such as Portable Network Graphics (PNG) and Graphics Interchange Format (GIF)—
which can handle 16.7 million colors but GIF is limited to 256, provide lossless compression. Joint Photographic
Experts Group (JPEG), on the other hand, is appropriate for web use when file size and download speed are
important factors since it uses lossy compression to minimize file size at the expense of some detail. However, by
reducing the amount of colors in an image—color quantization makes the image data easier and often helps with
noise reduction and feature recognition. That’s why—many colors on historical maps are slightly different from
one another due to ageing, printing, or digital scanning procedures. In color quantization, K-means clustering—
anunsupervised Machine Learning (ML) technique—is frequently utilized. It uses color similarity to cluster pixels
together. iteratively fine-tuning group centroids until stability. This technique supports color palette reduction and
subsequent analysis activities by assisting in the identification of the image's dominant colors.

Another pre-processing step that is helpful for separating distinct features from backgrounds is binarization, or
turning images into black and white. Images are reduced to binary values. where pixels that are above a
predetermined threshold are set to one (white) and those that are below to zero (black). This can concentrate on
the important components of an image and significantly reduce the file size. In color images, grayscale conversion
comes before binarization—which is the process of combining RGB data into a single intensity value per pixel to
represent the brightness of the image. There are several ways to convert between these two formats—the intensity
approach—which averages RGB values, and the luminosity method—which uses weighted averages to better
represent human vision. In binarization, thresholding is defining a pixel value cut-off to distinguish foreground
from background. By determining a threshold that minimizes intra-class variation in the histogram of the image,
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Otsu's” approach automatically makes this distinction between the two. Details can be lost in digital images due
to noise, which can often be caused by flaws in the sensor or outside influences. To smooth out these
abnormalities, filters such as median filters and Gaussian blur filters are utilized. With Gaussian blur, high-
frequency noise is reduced by averaging the values of nearby pixels using a kernel shaped like a bell—with median
filters, noise is reduced without affecting edges because each pixel is replaced with the median value of its
neighborhood. These image processing methods—from noise reduction to color quantization—are essential for

getting digital images ready for in-depth examination. Such pre-processing procedures are essential for precisely
capturing and evaluating the map's features during the digitization of historical maps. They make it possible to
see details more clearly, make it easier to extract features, and raise the general standard of the digital maps. Pre-
processing improves the usefulness of these maps in a range of analytical and research-focused applications while
also helping to preserve historical data. These image pre-processing methods help analysts and researchers make
more informed decisions in environmental studies, historical research, and urban planning by helping them
understand the geographic and historical information included in maps. This emphasizes how crucial it is to pre-
process digital images in the larger context of conserving and making use of historical cartographic records.

3. Related Works

In many different geospatial applications and analysis, texts—especially intersections—are essential. Historically,
texts—which are considered point features—have helped with geo-referencing raster maps and geospatial dataset
alignment. In addition, they have proven useful in the extraction of whole texts from raster maps. More recently,
they have been applied in the fractal analysis of urban sprawl and the objective determination of the natural limits
of cities [5]. With the introduction of Geographic Information Systems (GIS) [6]—vector road network datasets
were widely available. But pre-GIS road network data, which are usually only seen on paper maps, present serious
difficulties because GIS tools cannot analyze them until they have been scanned and processed. The relevance of
automated techniques to transform physical maps into digital—vector-based representations for temporal and
geographical analytics is highlighted by this digitization requirement according to [7]. Conventional methods of
transforming data heavily rely on computer vision algorithms such as [8], [9]—which require specialized
knowledge to determine the ideal settings. Furthermore, the conversion accuracy is compromised by the
sometimes inadequate quality of ancient maps and the frequent overlap of graphical elements according to [10].
On the other hand, map conversion tasks have shown to benefit more from the use of DL methods. particularly
Deep Neural Networks (DNN) such as [11], [12]. User participation in attribute selection is eliminated by DNNS,
which autonomously determine the best attributes for distinguishing text from other map features. This feature
increases the accuracy of removing text from physical maps and makes them easier to understand by non-experts.
The extraction of geographical objects from Earth observation data is one of the object recognition tasks in which
DNNs have been thoroughly studied and used such as [13], [14]. They are the best option for automatic text and
other geospatial feature extraction from physical maps due to their excellent performance and versatility. [15]
examines the use of Region-based CNN (RCNN). a DL technique. to locate text in scanned historical United
States Geological Survey (USGS) maps of several U.S. cities. One new use in geospatial analysis is the extraction
of text from physical maps using Deep CNN (DCNNs) such as [16], [17]. Although DCNNs have been used to
identify several geographic elements in historical maps, such as railroads and human settlements, this study closes
a research gap by focusing on text. The shift in text data analysis and digitization from conventional computer
vision to DL, especially DCNNs, is a significant development. This change expands the possibilities for non-
experts to participate in geospatial data analysis while also enabling more precise and effective processing of
historical maps. DL has a wide range of possible uses in geospatial analysis, and as technology advances, so does
its potential. These uses could lead to both useful and insightful study into how to comprehend and manage spatial
situations.

4. Materials and Methods

CNNs are a particular kind of neural network that has transformed computer vision by effectively extracting local
characteristics from images. CNNs use convolution layers to recognize and process local features. as opposed to

% Often employed in image segmentation applications, Otsu's method automatically generates suitable image thresholding levels by
minimizing intra-class variance.
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Artificial Neural Networks (ANNs), which learn pixel-to-label correlations [18]-[30]. This results in a significant
reduction in memory consumption and training data needs. With [31] release of the first CNN model in the
1990s—which showed successful handwritten character recognition—CNNs underwent a revolutionary
transformation. This achievement demonstrated how well CNNs extract complicated features from simple inputs
more effectively than ANNs. Although ANNs are capable of handling small image classification tasks, the
prohibitive memory requirements of larger images make them less feasible. CNN architecture includes layers such
as convolutional. activation, and pooling layers. which vary according to the particular job. Convolutional layvers
take feature maps from images and apply non-linearity by passing them through activation layers made up of
trainable filters. Pooling layers help to avoid overfitting and lower computational effort by reducing spatial
dimensions while maintaining important information. CNNs are trained to predict class labels or probabilities in
the image classification domain. To determine class probabilities, training models often apply sigmoid or softmax
activation functions in conjunction with cross-entropy loss. By locating objects within images—object
localization expands classification. This entails producing bounding box coordinates in addition to class
predictions using loss functions that are customised for bounding box regression and classification. The more
difficult problem of object detection is locating several items inside an image, requiring the use of non-max
suppression techniques to remove overlapping bounding boxes. More advanced techniques, such as Region
Proposal Networks (RPN) in models like Faster R-CNN, which include object localization and detection, have
developed from more conventional strategies like sliding windows. DL methods such as UNet and Mask R-CNN
provide accurate object segmentation within images. going beyond simple detection. UNet predicts pixel-wise
class labels using an encoder-decoder structure, which is specifically built for medical image segmentation. An
extension of Faster R-CNN, Mask R-CNN uses Region of Interests (ROI) aligns to provide precise pixel mapping
and provides both detection and instance segmentation functions. The procedure of creating ground truth masks
is a labor-intensive but careful step in the training of segmentation models. Colour clustering is one technique that
can simplify the color palette of images and speed up this process by making mask creation easier. DL algorithms
like this are quite helpful for analysing historic maps. Through their ability to extract and segment text in great
detail. they make it possible to digitise and analyze historical documents with greater accuracy. The tools required
to convert pixel-rich images into structured, analyzable data are provided by CNNs, especially those made for
segmentation. Moreover, CNN progress is a reflection of DL's increasing ability to handle complicated. high-
dimensional data in a variety of domains. CNNs are now essential for driving meaningful information from visual
data, which propels advances in academics and technology ranging from medical imaging to historical map
research. The use of CNNs in historical map processing is a good example of how these networks support
historical artefact research and digital preservation. In the domains of geography, history, and archival science,
CNNs play a major role by automating the recognition and division of text and features on maps, transforming
static images into dynamic information ready for investigation. CNNs are essential to modern computer vision,
as seen by their progression from simple image classification to complex object recognition and segmentation.
Their application in historical map analysis is a prime example of this union of technology and humanities.

4.1 Dataset Analysis

For the purpose of training object detection or segmentation models, a custom dataset must be created. particularly
for specialized data types such as map texts. Therefore, a series of stages are involved in creating such a dataset,
all aimed at producing a collection of images that closely resemble the intended application—in this case—map
text recognition and segmentation. Firstly, the map images undergo preprocessing. A map section is subjected to
a k-means clustering method with k= 3 in order to determine the color centroids. This stage modifies the colors
of the map's pixels to correspond with these centroids, which helps to improve text recognition when training the
model and unify the appearance of the text. This preprocessing reduces pixelation to increase character clarity
while also bringing the synthetic text into line with the original map's style. The next step is to create map visuals
without any text. To accomplish this, the maps are manually edited to erase any existing text using graphics
software such as Photoshop or Affinity Designer. This clean surface makes it possible to add fresh, artificial text
without any hindrance. Next, a thorough dictionary of fonts and texts is assembled. This dictionary is enhanced
with fonts that resemble those in the original maps and consists of a combination of character sets, randomly
generated numbers, and a list of significant words. This diversity guarantees that the dataset encompasses a wide
range of text structures and styles, reflecting the variability found in real-world map data. Parts of the modified
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maps are used as backgrounds for text from the dictionary that has been randomly selected and placed in order to
create dataset images. Every text segment is evaluated based on its bounding box and assigned an overlap score
that represents the level of visual conflict with the features already present on the map. Lower scoring texts that
show less overlap are favored in the dataset to preserve readability and prevent confusion. Following a scoring
system that balances text clarity and overlap, the text proposals are sorted, and choices are made. In order to
maximize text visibility and fit inside the map environment, this level was calculated through experimentation.
To avoid overlapping text occurrences and provide distinct and simple data samples for model training, texts with
non-intersecting bounding boxes are introduced to the dataset. Every chosen text is layered on the matching map
section, and associated metadata is captured in Extensible Markup Language (XML) format, such as overlap
scores, bounding box coordinates, and masks. The object detection or segmentation models require this structured
data annotation in order to be trained and validated. The procedure is parallelized, using many Central Processing
Unit (CPU) cores to generate distinct image samples simultaneously, to speed up the development of the dataset.
The time needed to produce a large number of training and testing images is greatly decreased by this parallel
processing, which improves the effectiveness of the dataset preparation stage. This strategy to create custom
datasets for map text recognition includes a methodical preparation, text removal, development of synthetic text,
and cautious selection based on overlap scoring. Accurate and reliable item detection and segmentation models
can be trained using a well-constructed, customized dataset that closely reflects the intricacies and variances of
map texts.

4.2 OCR Analysis

In operations like postal mail sorting and document digitization, OCR plays a critical role in transforming text
from digital images into searchable and editable data, thereby saving a significant amount of manual labour.
Structured and unstructured text images are the two main categories to which OCR algorithms are used. Text that
has predictable elements, such standard fonts and clear layouts, and is often seen in books or official documents
is referred to as structured text. Template matching is a common technique used in OCR algorithms for structured
text. It compares a template image to a target image and finds matches based on a similarity function. The Sum
of Squared Differences (SSD) and Sum of Absolute Differences (SAD) are common functions that compute the
differences in pixel values between the target and template images. Zero-Mean Normalised Cross Correlation
(ZNCC) is another method that shows how closely the two images are correlated. The Tesseract OCR engine is a
well-known technology for processing structured text that was first created by HP Labs and then made open-
source. Its efficacy and simplicity of usage have led to its popularity as an efficient way to translate visual text to
strings. Preprocessing is necessary for best results because Tesseract's accuracy can be affected by image
manipulations or different text orientations. Unstructured text. sometimes referred to as natural scene writing, is
more difficult to work with because of its erratic orientation and arrangement. Therefore, traditional OCR
techniques that are meant for structured text work less well. In unstructured scenes, advanced techniques such as
CNNs are used to identify text bounding boxes. One such technique is the Efficient and Accurate Scene Text
(EAST) detector, which recognizes text sections in images by applying a DNNs. Therefore, EAST follows a UNet-
like design for merging feature maps. integrating features at several levels to accommodate heterogeneity in text
size. In EAST. text places are predicted geometrically (using a rotatable box or quadrangle) and a score map is
created throughout the detection phase. An Intersection-over-Union (IoU) loss for geometric alignment and a
cross-entropy loss for accuracy are used to balance a loss function that combines score map and geometry losses
to assess the performance of the model. OCR technology has developed to meet the challenges presented by both
organized and unstructured texts, especially with advances in ML and DL. OCR's automation of text extraction
greatly improves data processing and analysis efficiency by allowing for the quicker and more precise extraction
of information from images. This development creates new opportunities for applications in a number of domains.
such as real-time text translation, document archiving, and geographic analysis. The progression of OCR from
simple template matching to complex DL models such as Tesseract and EAST signifies a significant development
in text recognition technology. These advances make it easier to extract text from both organised and unstructured
images, which is crucial for a variety of digital processing applications.

5. Experimental Analysis

5.1 Template Matching
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OCR uses template matching as a technique to recognize particular symbols or patterns in an image. When
working with text in different fonts, sizes, and orientations—as usually the case with maps—this procedure gets
more complicated. Applying template matching to such a wide range of features without preprocessing would
require an unmanageable amount of templates and result in a large number of False Positives (FP). On the other
hand, consistent symbols such as trees and shrubs on maps, whose orientations are fixed and variances are
minimal, are best identified using template matching. Researchers can determine the distribution of greenspace
and monitor changes in it over time by comparing the positive matches of these symbols with historical maps.
The initial stage of template matching involves collecting the templates. which is usually accomplished by resizing
the symbols on the original map. Then, using a technique similar to zero-mean normalised cross-correlation, these
templates are compared against the complete map. By balancing precise detection with a low number of FP, this
method assists in identifying matches that surpass a predetermined threshold. For example, a threshold of 0.6 can
be used to differentiate between actual trees and other features, such as text or buildings as shown in Fig. 1. An
ToU threshold is used to remove redundant matches while maintaining nearby but separate trees when handling
numerous detections of the same tree using non-max suppression as shown in Fig. 2. To maximize efficiency and
minimize errors, this procedure necessitates meticulous parameter adjustment. The effectiveness of the template
matching strategy was demonstrated in a case study of a heavily urban map of Leith. where it found many tree
symbols with a low proportion of FP. False matches, which often involve text elements, emphasise how crucial
text removal and other preprocessing steps are to enhance accuracy. One simple way to analyze greenspace density
is to count template matches in each map pixel's designated neighbourhood. But this method gives each
neighbourhood area the same weight, which could not precisely reflect how green space is actually distributed.
The centre of the template match contributes more heavily to the greenspace score, decreasing with distance, in
an advanced method that employs a weighting method based on a 2D Gaussian distribution as shown in Fig. 3.
This approach can be modified in response to experimental or theoretical evidence. enabling a more nuanced
evaluation of the concentration of green space. Finding the Euclidean distance between each pixel and the closest
template match is another method for evaluating greenspace as shown in Fig. 4. This method clearly illustrates
the distribution of greenspace and helps to identify unique subregions.

Fig. 1. A subset of the map is subjected to tree template matching with a threshold of 0.6; each box indicates a
match, and the color of the box indicates which template it matches with

Fig. 2. (a) The ZNCC template matching method's final template matches with a 0.6 threshold. (b) With an ToU
threshold of 0.7, the suppressed template matches employing non-maximum suppression
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Fig. 3. Gaussian density plot (a) At each template center, a zero matrix matrix is multiplied by a Gaussian
distribution with o = 400. (b) The resulting Gaussian density plot overlay

Fig. 4. (a) A plot in which the Euclidean distance between each pixel and the closest template center is
represented by its value. (b) The original map image is superimposed with the Euclidean template distance plot

Larce 1 radsd e

Mag y drpchion

5.2 Pre-Trained Text Detection Models
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We evaluated two DL models that had already been trained in order to establish a benchmark. Using the [CDAR?
datasets from 2013 and 2015, OpenCV's EAST text detector was trained. Another example is CharNet, an
advanced scene text detector that was also trained using the ICDAR dataset from 2015. As may be seen in Figs.
5 and 6, we applied CharNet to both the clustered and a binaryized image. Without anticipating any FP scenarios,
the model precisely determines and detects some of the text in the images. CharNet clearly identifies a lot more
text on the clustered image than on the binary image. In contrast, Fig. 7 shows that the EAST detector outperforms
CharNet in terms of performance. EAST finds it difficult to distinguish the text from usual image noise caused by
the buildings. As a result. it makes several incorrect region predictions.

Fig. 7. Using a k= 3 clustered map sub-image, a pretrained EAST detector model

5.3 Mask R-CNN

* https://paperswithcode.com/dataset/icdar-2015
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The twin capabilities of a Mask R-CNN model in object detection and instance segmentation made it the best
choice for text recognition and segmentation on maps. This capability is very helpful for vectorizing map objects,
such as buildings, when combined with traditional OCR techniques to recognize text. The Matterport version of
Mask R-CNN, which combines a ResNetl101 backbone with a Feature Pyramid Network—was initially trained
on the COCO* dataset and was utilized by the model as shown in Fig. 8. Transfer learning was used to improve
the convergence and efficiency of model training. This required modifying the trainable layers of the Mask R-
CNN, including the mask generator. classifier, and RPNs, and initialising the network with pre-trained weights.
Throughout 19 epochs. a collection of 1.000—1024 x 1024 map image segments were used for training. with a
learning rate of 0.009 and a batch size of two as shown in Fig. 9. The RPNs used several anchor scales to recognize
small text instances as shown in Fig. 10. To improve the model's convergence, especially in mask loss, the learning
rate was lowered after a plateau in the loss function was noticed. As demonstrated by better mask generation and
fewer occurrences of multiple predictions of text, this modification resulted in increased performance. Still, there
were issues with the model's accuracy in masking longer words. This problem persisted despite attempts to adjust
training durations and learning rates. A windowing approach was used to adapt the model to larger map visuals
than the 1024 x 1024 samples for training as shown in Fig. 11. To achieve thorough text detection across
boundaries, this required segmenting bigger images into overlapping windows. Non-maximum suppression was
then applied to get rid of duplicate detections. To improve the model's capacity to handle a variety of text styles
and orientations. additional model improvement involved changing the dataset to include text with different
spacing and larger fonts. Even in complicated circumstances with noise and overlapping parts, the model's
performance in text detection and segmentation increased after it was retrained with these improvements. With
challenging images, the retrained Mask R-CNN proved its abilities by correctly recognizing and segmenting text
among other map elements. This demonstrated that the model could adjust to the many textual features present in
maps, facilitating the precise extraction and processing of textual data.

-
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Fig. 8. Graphs showing the various loss functions for the Mask R-CNN model during training (top-left), the
RPN (top-middle & top-right), and the Mask R-CNN prediction layers (bottom row)
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Fig. 9. Graphs showing the various loss functions for the Mask R-CNN model during training (top-left). the
RPN (top-middle & top-right). and the Mask R-CNN prediction layers (bottom row) on 19 epochs

4 https://cocodataset.org/
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Fig. 10. A 1024 = 1024 K3 clustered unseen map image was fed into our Mask R-CNN model, which was
trained solely on the RPN, Classifier, and Mask generator top layers

Fig. 11. The bounding boxes obtained from the sliding window approach, which applies the learned Mask R-
CNN model over a bigger unseen image, prior to non-max suppression

5.3.1 Text Recognition with Mask R-CNN

Following a neural network's detection of the text's mask and bounding box—OCR is used to identify the text.
For OCR to be effective, the text must be properly aligned and noise-free. Text alignment and noise reduction are
made easier by using the predicted mask's information, which pinpoints individual character locations. One useful
method for reorienting text is to use the minimal area rectangle that surrounds the mask. By providing the text's
orientation, this rectangle enables the image to be rotated to align the text. Different rotation computations are
needed depending on whether the text is inclined upward or downward. This approach works well for longer text
strings since the orientation of the text is clearly indicated by the longest side of the rectangle as shown in Figs.
12 and 13. Nevertheless, this method has drawbacks when dealing with single characters or when the edges of the
rectangle have comparable lengths, since it could mis predict the orientation of the text. Other approaches, such
as pattern matching, would be more appropriate in these situations to establish the proper text alignment. After
the text has been properly oriented. unnecessary noise surrounding the text can be eliminated using the mask and
its bounding rectangle, improving the text's clarity for the OCR process. For accurate text recognition, particularly
in complex map images where text may be surrounded by multiple graphical elements, this noise reduction is

essential.
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Fig. 12. The Mask R-CNN model predicted the reduced STREET text bounding box and mask, with the red box
representing the minimal bounding rectangle
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SROUGHTON BROUGH | UN

Fig. 13. The Mask R-CNN model predicted the clipped BROUGHTON text bounding box and mask, with the
red box being the minimum bounding rectangle

5.4 UNet

The experiment showed that although the Mask R-CNN model can successfully identify text instances and provide
enough mask details for OCR, it cannot completely remove text from images. To tackle this, the same custom
dataset of 1024 x 1024 images was used to train a UNet semantic segmentation model. which was then optimised
with a dice loss function and low learning rates to guarantee accurate convergence on bigger image sizes. The
model's sensitivity to learning rate option meant that low learning rates were required in order to get reliable
predictions on larger images. When it came to evaluating the finer elements of the text, the UNet model
outperformed the Mask R-CNN in terms of producing precise pixel masks as shown in Fig. 14. Larger,
overlapping text fonts presented challenges for the model, indicating that the dataset may need to be modified in
order to improve the prediction power of the model. Sliding window approach was used to enhance the UNet
model's performance and enable it to handle larger images more reliably as shown in Fig. 15. Furthermore, testing
the model at different rotations improved its capability to identify characters that had previously escaped notice,
but inadvertently obscured smaller fixed-orientation objects such as trees. This problem brought to light the
possible advantages of adding a variety of image orientations to the training dataset in order to increase the
accuracy and robustness of the model. To further address the difficulties in segmenting larger overlapping text,
more changes were applied to the dataset. Wider overlap score ranges and fonts resembling those in problematic
text sections were added to the dataset generator's parameters. Improved mask predictions for large text were
obtained by training the UNet model on a redesigned dataset of smaller 512 x 512 images. This suggests that the
model is now more capable of handling challenging text segmentation tasks. The significance of ongoing model
and dataset optimisation in improving text segmentation performance was highlighted by these trials. The UNet
model was able to handle the complexities of historic map text by optimizing the dataset and training procedure,
especially when dealing with larger, overlapping text parts. The investigation process demonstrated that the Mask
R-CNN and UNet models each have unique advantages when it comes to text segmentation and detection tasks.
Mask R-CNN is good at finding text instances and enabling OCR, whereas UNet is better at text segmentation,
which is important for text removal. For complex text processing tasks in historic map analysis, the two models'
complimentary relationship provides a strong basis.

Fig. 14. A chart representing the dice loss function for the initial 56 training epochs of a UNet segmentation
model
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Fig. 15. Using a larger, unseen image and the trained UNet model's predictions, apply the sliding window
approach

5.4.1 Text Recognition with UNet

The Mask R-CNN model showed limits in correctly predicting text masks, which are essential for appropriately
orienting and denoising the text, during the examination of text detection and recognition on large images. This
mask prediction error makes it more difficult to eliminate unnecessary visual noise surrounding text inside the
minimum area rectangle. It was discovered that adding padding around this region generally would not be
sufficient because it would unintentionally generate more noise and make text identification more difficult. In
order to overcome these obstacles, an improved strategy was used, involving the use of a UNet model that was
particularly trained for more accurate text character prediction. This model improvement made it possible to
distinguish text within images more precisely, which enhanced text clarity and noise reduction. First, text regions
are identified using the bounding box information from the Mask R-CNN model. These areas are then extracted
from the more detailed mask created by the UNet model. Text segmentation is made much more precise by the
incorporation of the UNet model. Through the use of the UNet's accurate masking capabilities and focusing on
the regions defined by the bounding boxes of the Mask R-CNN, the resulting text masks show increased detail
and accuracy as shown in Fig. 16. With this dual-model method. the issue of noise inclusion is substantially
reduced and the important text elements are preserved for further OCR processing. The results of the comparative
analysis show that using this combination approach is preferable to using the Mask R-CNN model alone. The
combined masks from the Mask R-CNN and UNet models offer a more thorough and precise depiction of text in
images, enabling improved text alignment and noise reduction.

2

STHEET

e

I
e
3.3
2 i
i
,Iﬁﬂl

F"—"“l Foﬁ conre  [IRCSER FoRTY
O W e N e
B B e
[REPT Congl. Congl. [EFI] Congl
Vidd) Free Free 12D Free
152- 152- ¥l 152-
@Y Chap Chon Chap
426 126 426
B 6 = [ =
Ch Ch Ch
E B 0 =
g ¥ » H «~

Fig. 16. The text masks as predicted by the trained UNet model are displayed in the fourth column. The fifth
column displays the predicted images following orientation adjustments and noise reduction using the updated
predicted masks in conjunction with the updated predicted text generated by Pytesseract
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6. Conclusion and Future Works

In order to train DL models like as Mask R-CNN and UNet to recognize and segment text on historical maps., we
created a special dataset for this study. The Mask R-CNN model accurately captured 87.72% of the text and
identified 99.12% of text instances with high accuracy in text localization and mask prediction. The model
provided enough information for text orientation and subsequent OCR processing. even if it had some issues with
mask prediction for big images. By combining the UNet model with Mask R-CNN, the accuracy of character
segmentation and noise reduction was improved. The models' synergy enhanced text recognition and made it
easier to remove non-text components. The model's performance was further improved by making adjustments to
the dataset, such as adding larger font sizes and changing the text spacing. especially in difficult situations where
text overlapped with map features. In order to assess greenspace density, we also used a template matching
technique in our approach, which showed a remarkable accuracy rate. In the future. the dataset could be further
refined by overlaying tree symbols rather than text and training a CNN classifier to lower FPs in template
matching. The potential for these approaches to assist in many applications. such as text removal and OCR
integration. is demonstrated by the study's success in automating dataset generation and training efficient models
for text recognition and segmentation on historic maps. In order to improve the restoration and analysis of
historical maps, future research could explore advanced in painting techniques for text removal that maintain
underlying map features.
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