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Abstract: - As the pace of artificial intelligence (AI) evolution accelerates, the line separating authentic from AI-produced imagery 

becomes increasingly indistinct. This shift carries profound consequences for sectors such as content verification and digital 

investigation, underscoring the need for proficient AI-generated image identification systems. Our study utilizes established 

architectures like AlexNet, Convolutional Neural Networks (CNNs), and VGG16 to explore and evaluate the effectiveness of models 

based on transfer learning for spotting AI-crafted images. Transfer learning, which applies models pre-trained on large datasets, has 

proven beneficial in numerous computer vision tasks. In this research, we modify the intricate patterns recognized by AlexNet, CNNs, 

and VGG16 from extensive datasets to specifically target the detection of AI-generated content. We introduce models that are trained, 

validated, and tested on a comprehensive dataset that includes both real and AI-generated images. Our experimental findings 

demonstrate the utility of transfer learning methods in discerning between real and synthetic visuals. By conducting a comparative 

analysis, we highlight the comparative advantages and limitations of each model in terms of metrics such as precision, recall, accuracy, 

and the F1-score. Further, we investigate the distinct features identified by each model to elucidate their contribution to accurate 

classification. 
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I.  INTRODUCTION  

Recent advancements in artificial intelligence (AI) have ushered in the era of generative models such as 

Generative Adversarial Networks (GANs), which can produce highly lifelike images. These innovations in AI-

generated imagery open new avenues but also pose significant challenges in privacy and potential for deception, 

blurring the lines between artificial and authentic visuals. As a result, there is an imperative need to devise robust 

methods for distinguishing AI-created images from actual photographs [1]. 

In this context, our research delves into the use of transfer learning, a strategy that employs models pre-trained 

in diverse domains to boost performance in novel scenarios. Transfer learning has been particularly successful in 

the realm of computer vision, leveraging extensive, pre-existing datasets to address new problems. Our focus is on 

evaluating the efficacy of transfer learning for identifying AI-generated images through the lens of three renowned 

convolutional neural network (CNN) architectures: AlexNet, CNN, and VGG16 [2][3][4]. 

Our study makes a notable contribution to the domain by offering a comprehensive comparison of models based 

on transfer learning specifically designed to detect AI-generated images. Diverging from prior studies that mainly 

emphasize general image classification or comparisons between architectures, our research specifically addresses 

the unique challenge of differentiating AI-created content from real photographs [5]. 

We systematically evaluate the performance of AlexNet, CNN, and VGG16 in distinguishing between AI-

generated and genuine images, employing a variety of metrics. This methodical examination not only highlights 

each model's capabilities and limitations but also investigates the particular attributes these architectures uncover 

in the detection process. Through this analysis, our goal is to deepen the understanding of the underlying 

mechanisms facilitating accurate classification. 

The primary aims of this paper are to critically assess the effectiveness and appropriateness of transfer learning-

based models in detecting AI-generated images and to investigate the unique features identified by each model in 

this context. This thorough analysis advances our comprehension of transfer learning's role in differentiating 

between genuine and AI-crafted images, offering crucial insights into image verification dynamics and broader 

digital security and content validation concerns. 
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II. LITERATURE REVIEW 

The advent of generative adversarial networks (GANs) has markedly enhanced the capability of artificial 

intelligence (AI) to generate highly realistic images. These sophisticated AI algorithms can now produce images 

that closely mimic those taken by humans, making them nearly indistinguishable from real photographs. While this 

technological leap has unlocked new possibilities across various sectors, it simultaneously raises concerns 

regarding the misuse of AI-generated visuals, such as in the creation of deepfakes and manipulated images. 

Consequently, there is a growing demand for effective methods that can accurately distinguish AI-generated images 

from genuine ones. In this context, transfer learning, a method in machine learning that applies knowledge gained 

from one task to improve performance in another, has shown promise in addressing this challenge across different 

computer vision tasks. The application of transfer learning-based models to the particular challenge of identifying 

AI-generated photographs is the main subject of this research. It tries to thoroughly assess and contrast the 

effectiveness of several transfer learning models in this situation, highlighting their advantages and disadvantages. 

The publication also advances the field by releasing a curated dataset for more research in this area and insights 

into the features that these models learn during the detection process. Figure 1 shows the Classification layer 

combination of the proposed model in [6]. Figure 2 shows the Face morphing attack detection proposed in [7], The 

authors suggest a brand-new methodology that fuses progressive enhancement learning with high-frequency 

feature analysis. The tiny variations between the original and morphed faces are captured utilizing high-frequency 

characteristics, with an emphasis on the details that are frequently changed during the attack. By continually 

enhancing a model's ability to recognize increasingly difficult morphing attacks, progressive enhancement learning 

includes teaching it to distinguish between real faces and morphed ones[7]. The study in [8] investigates the 

advancements in AI techniques for assessing breast cancer risk. It underscores the significance of artificial 

intelligence (AI) in enhancing the detection and prognosis of breast cancer, emphasizing that early diagnosis plays 

a pivotal role in improving patient outcomes. The research delves into various AI approaches, such as deep learning 

and machine learning algorithms, and their effectiveness in analyzing mammograms to detect signs and patterns 

indicative of breast cancer risk. It also addresses the challenges and constraints AI faces in risk evaluation, including 

issues related to data quality, privacy, and the interpretability of AI models. Additionally, the study introduces a 

uniquely designed deep neural network structure termed "ResNet-Swish-Dense54," specifically devised for the 

intricate task of distinguishing deepfake content. This innovative architecture integrates features from ResNet, 

employs Swish activation functions, and incorporates a dense network framework to forge a powerful and efficient 

 
Figure 1 Classification layer combination. 
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detection tool. The research assesses the "ResNet-Swish-Dense54" model's ability to differentiate between genuine 

and manipulated videos by testing it on a set of deepfake videos. Results highlight the model's success in detecting 

deepfakes, demonstrating its potential in combating the spread of falsified multimedia content. The model utilizes 

advanced feature extraction and classification strategies to precisely identify the authenticity of the content. Figure3 

provides a thorough visual illustration of the suggested strategy. 

 This survey indicates [10] provides a complete analysis of the developing DeepFake detection landscape. It 

examines numerous techniques and methods used to spot fraudulent information produced by deep learning 

systems, especially when it features human faces. The authors investigate a variety of procedures, such as 

conventional forensic methods, machine learning-based strategies, and more contemporary deep learning 

techniques. The datasets frequently utilized for Deepfakes detection are also discussed in the paper, with special 

emphasis placed on their use for developing and testing detection models. Additionally, it provides a thorough 

 
Figure 2 Face morphing attack detection 

 

 

 
Figure 3 Visual representation of ResNet-Swish-Dense54 
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analysis of the difficulties and restrictions encountered in the industry, including the constantly improving 

sophistication of Deepfakes generating techniques. Table 1 shows some other related works, the table presents the 

method, aim and objective for each paper. 

Table 1 summaries some related works 

Paper Year Method Aim and Object 

[11] 2021 
ADD: Attention-Based DeepFake Detection 

Approach 

Develop a deep learning approach for 

deepfake detection 

[12] 2022 Not specified 

Review the current state of artificial 

intelligence in thyroid nodule 

characterization 

[13] 2023 
Advances in Computer-Aided Medical Image 

Processing 

Review recent advances in computer-aided 

medical image processing 

[14] 2022 

Artificial Intelligence Predicted Overall 

Survival and Classified Mature B-Cell 

Neoplasms 

Predict overall survival in mature B-cell 

neoplasms using artificial intelligence 

[15] 2023 Not specified 
Review the applications of machine learning 

in the study of liquid crystals 

[16] 2023 Not specified 

Explore the applications of artificial 

intelligence in clinical workflow processes, 

particularly in vascular surgery 

[17] 2023 
Prediction of Gender and Age Period from 

Periorbital Region with VGG16 

Develop a model for predicting gender and 

age period from periorbital region images 

using VGG16 
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[18] 2021 

Progressive global perception and local 

polishing network for lung infection 

segmentation of COVID-19 CT images 

Develop a network for lung infection 

segmentation in COVID-19 CT images 

[19] 2023 

Current State, Data Requirements and 

Generative AI Solution for Learning-based 

Computer Vision in Horticulture 

Discuss the current state of learning-based 

computer vision in horticulture and data 

requirements 

[20] 2023 
Crime Scene Analysis for News Headline 

Generation 

Explore crime scene analysis for generating 

news headlines using AI 

[21] 2022 
Artificial Intelligence for Colonoscopy: Past, 

Present, and Future 

Review the past, present, and future of 

artificial intelligence in colonoscopy 

[22] 2022 
DFDT: An End-to-End DeepFake Detection 

Framework Using Vision Transformer 

Develop an end-to-end deepfake detection 

framework using a Vision Transformer 

[23] 2023 

A facial geometry based detection model for 

face manipulation using CNN-LSTM 

architecture 

Develop a model for detecting face 

manipulation based on facial geometry using 

CNN-LSTM architecture 

[24] 2023 
Addressing the harms of AI-generated 

inauthentic content 

Address the harms of AI-generated 

inauthentic content and provide insights 

 

III. METHODOLOGY 

 assemble a diversified dataset including both actual and artificial intelligence-generated images. To ensure 

thorough inspection, make sure the dataset includes a variety of AI-generated content. Label the dataset to 

distinguish between real images and those produced by AI. All images should be resized to 224x224 pixels, which 

is a standard resolution appropriate for the chosen models. Normalize pixel values to the [0, 1] range. Select 

AlexNet, Convolutional Neural Network (CNN), and VGG16 as your three pre-trained models. These models have 

excelled at a number of computer vision tasks. Download these models' pre-trained weights. Unload the final 

classification layers from the pre-trained models. On top of each model, add new layers for binary categorization 

(AI-generated or real). To preserve the learned features, freeze the pre-trained layers. The additional classification 

layers can be defrosted for adjusting. Create three sets from the dataset: one for training, one for validation, and 

one for testing (70% for training, 15% for validation, and 15% for testing). Make sure that there is a balanced mix 

of real and AI-generated photographs in each batch. Train each model using the training dataset and an appropriate 
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optimizer (Adam) and loss function (binary cross-entropy). To avoid overfitting and preserve the top-performing 

models during training, use early halting and model checkpointing. Utilize validation data to keep track of training 

progress. If necessary, undertake hyperparameter tuning to enhance the functionality of each model. The learning 

rate, batch size, and dropout rates are examples of hyperparameters. Use metrics like accuracy, precision, recall, 

F1-score, and ROC AUC to assess each model's performance on the test dataset. To comprehend the models' false 

positives and false negatives, create confusion matrices. Convolutional neural network pioneers Alex Krizhevsky, 

Ilya Sutskever, and Geoffrey Hinton created AlexNet. It attracted considerable notice when, in 2012, it defeated 

conventional computer vision methods to win the ImageNet Large Scale Visual Recognition Challenge (ILSVRC). 

The upsurge of interest in deep learning was significantly influenced by AlexNet. DEEP STRUCTURE: Eight 

 

Figure 4 procedure of the proposed model.  
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layers make up AlexNet, with three fully linked layers coming after five convolutional layers. It is able to learn 

complex hierarchical characteristics because of its depth as shown in figure 4. 

Rectified Linear Units (ReLU): AlexNet makes use of the activation function of ReLUs to speed up training 

and help with the vanishing gradient issue. Dropout: To reduce overfitting during training, dropout layers are used. 

 

IV. RESULT AND ANALYSIS 

 A diverse dataset is necessary to carry out an extensive evaluation of transfer learning-based models for AI-

generated picture identification. We collected a big dataset that included both real photos and AI-generated pictures. 

To provide a balanced representation of all forms of AI-generated material, the dataset is thoroughly selected. 

CIFAKE is a dataset with 60,000 real images (gathered from CIFAR-10) and 60,000 artificially created images. 

Can computer vision techniques tell whether an image is real or artificially generated. There are two classes in the 

dataset: REAL and FAKE. We gathered the photos for REAL from the CIFAR-10 dataset. Stable Diffusion version 

1.4 was used to construct the CIFAR-10 equivalent for the FAKE pictures. There are 20,000 images for testing 

(10k per class) and 100,000 images for training (50k per class). we discuss the results from image classification 

experiments in computer vision. The task involves binary classification by the convolutional neural network (CNN) 

to determine if images are real or generated. Validation accuracy and loss metrics are detailed, with average 

accuracy noted at 93.32%. The best-performing feature extractor showed an accuracy of 94.45%. Additional 

validation metrics, including precision, recall, and F1 scores, are also presented, with a noted F1 score average of 

0.929. The Alex Net and VGG16 achieved accuracy 92.12%, and 91.32% respectively. 

In Table 2, the performance evaluation of the proposed methods is presented, showcasing the effectiveness of 

various models in the image classification task. Here's a detailed discussion based on the provided metrics: 

CNN (Convolutional Neural Network): This model exhibits the highest accuracy (94.4%) among the tested 

models, which indicates its superior capability in correctly identifying images as real or AI-generated. The model 

exhibits a high degree of accuracy in distinguishing genuine images, as evidenced by a precision score of 96%. 

This indicates a substantial rate of correct positive predictions in comparison to incorrect ones, highlighting the 

model's reliability. Additionally, with a recall rate of 94%, the CNN successfully identifies the majority of true 

positive cases. The F1 score, which harmonizes precision and recall, is an impressive 94%, showcasing an effective 

balance in classification performance. 

Table 2 performance evaluation of the proposed methods 

Model Accuracy  Precision  Recall F1_Score 

CNN 0.944 0.96 0.94 0.94 

Alex Net 0.92 0.93 0.92 0.92 

VGG 16 0.93 0.92 0.94 0.93 

[25] 0.93 0.94 0.92 0.92 

[26]   0.93 0.96     0.91     0.93 

 

Regarding AlexNet, it delivers noteworthy performance with an overall accuracy of 92%, which, although 

marginally lower than the CNN's, remains considerable. Both precision and recall scores for AlexNet are close, at 

93% and 92% respectively, illustrating its capability to maintain a solid equilibrium between correctly identifying 

positive cases and reducing false positives. The corresponding F1 score of 92% further evidences its steady 

performance across these metrics. 

VGG16 showcases competitive capability, registering an accuracy of 93%, which slightly surpasses AlexNet 

yet does not reach the CNN's mark. The precision of VGG16 stands at 92%, a tad lower than AlexNet, pointing to 

a slightly increased frequency of false positives. Conversely, its recall is superior at 94%, indicating that VGG16 

is marginally more adept at capturing all pertinent examples in the dataset. The F1 score, at 93%, indicates a robust 

balance between precision and recall, affirming the model's consistent performance. 

Model [25]: This model matches the performance of VGG16 in accuracy (93%) and has a comparable F1 score 

of 92%. However, it stands out with a precision of 94%, suggesting fewer false positives than VGG16 but has a 

slightly lower recall of 92%, indicating it might miss some true positives compared to VGG16. 

Model [26]: Exhibits a similar accuracy to Models [25] and VGG16 (93%), but it boasts the highest precision 

among all models at 96%. This suggests that while it may not identify as many true positives (reflected in the lower 

recall of 91%), when it does predict a positive, it is very likely to be correct. The F1 score of 93% is indicative of 

a strong overall performance, despite the slightly lower recall. 
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Overall, the CNN model outperforms others in terms of overall accuracy and balance between precision and 

recall. AlexNet and VGG16 offer competitive alternatives with slight trade-offs between recall and precision. 

Models [25] and [26] show that variations in model design can impact the balance between identifying all positives 

and minimizing false positives. The choice between these models would depend on the specific requirements of 

the task at hand, such as whether avoiding false positives or not missing true positives is more critical. 

V. CONCLUSION 

In conclusion, our study highlights the impacts of advancements in artificial intelligence (AI) on the ability to 

distinguish between real and AI-generated images, addressing critical challenges in content moderation and digital 

forensics. We utilized frameworks such as AlexNet, CNN, and VGG16 to assess the effectiveness of transfer 

learning models in identifying synthetic imagery. Our findings demonstrate that transfer learning, by capitalizing 

on pre-trained models, is significantly effective in various computer vision tasks, especially in distinguishing AI-

generated from real images. Our comparative analysis reveals that while all models perform well, CNNs are notably 

superior in terms of precision and balance. This research not only offers theoretical insights but also practical 

solutions for developing reliable image verification tools, essential for maintaining digital integrity against 

deepfakes and manipulation. Moreover, our study advances the field of explainable AI by detailing the unique 

features recognized by each model, thereby enhancing the transparency and trust in AI decisions. Overall, our 

findings advocate for continuous innovation in AI techniques to address the growing challenges in digital content 

security and authenticity verification. 
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