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Abstract: - A Decision Support System (DSS) is a computer-based tool designed to assist individuals and organizations in making informed 

decisions. It utilizes data analysis, modeling techniques, and interactive interfaces to provide users with relevant information and insights. 

DSSs help streamline decision-making processes by synthesizing large amounts of data from various sources, generating forecasts, and 

evaluating alternative courses of action. They are particularly valuable in complex and uncertain situations where decisions have significant 

implications. DSSs can be used in a wide range of domains, including business, healthcare, finance, and logistics, to support strategic, 

tactical, and operational decision-making processes. This paper introduces an Integrated Hybrid Feature Subset Decision Support System 

(HFS-DSS) designed to optimize decision-making processes in student performance evaluation within educational institutions. The HFS-

DSS combines feature subset selection techniques with decision support algorithms to identify key attributes and make accurate predictions 

regarding student performance. Through experimental evaluation, the system demonstrates its effectiveness in accurately assessing student 

performance based on selected features, with predictions closely aligning with actual observations. The results underscore the system's 

reliability and effectiveness in supporting informed decision-making processes, offering valuable insights for educators and administrators 

to enhance academic outcomes. The adaptability and versatility of the HFS-DSS make it well-suited for various educational contexts, 

providing potential applications in curriculum planning, student support services, and performance monitoring. The present paper highlights 

the significant contributions of the Integrated HFS-DSS towards enhancing decision-making processes and improving academic outcomes 

in educational institutions.    
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1. Introduction 

A Decision Support System (DSS) for college sports training, utilizing the ID3 algorithm, offers a sophisticated 

approach to optimize athlete performance and training strategies[1]. The ID3 algorithm, a foundational 

component of decision tree learning, is particularly well-suited for this task due to its ability to discern patterns 

and make informed decisions based on input data. In the context of college sports training, the DSS powered by 

the ID3 algorithm can analyze various factors such as athlete attributes (e.g., physical capabilities, skill levels), 

training methodologies, injury histories, nutritional needs, and even external variables like weather conditions or 

competition schedules[2]. By inputting these diverse data points into the system, coaches and trainers can 

generate insights and recommendations tailored to individual athletes or entire teams[3]. For instance, the 

system might analyze historical performance data to identify correlations between specific training regimens and 

improved outcomes in certain sports or positions[4]. It could also take into account individual athlete profiles, 

such as injury susceptibility or recovery rates, to customize training programs that minimize risk while 

maximizing performance gains. Moreover, the ID3 algorithm's ability to construct decision trees based on the 

significance of various factors allows for the creation of intuitive visualizations that aid coaches and trainers in 

understanding the rationale behind the system's recommendations[5]. This transparency fosters trust in the DSS 

and encourages collaboration between human expertise and algorithmic insights. 

In the sports, a Decision Support System (DSS) serves as a critical tool for coaches and trainers to make 

informed decisions regarding athlete training, performance optimization, and injury prevention[6]. Leveraging 

algorithms like the Iterative Dichotomiser 3 (ID3) algorithm within this system enhances its capability to 

process vast amounts of data and derive actionable insights. The ID3 algorithm operates on the principles of 

decision tree learning, a technique used in machine learning and data mining[7]. It recursively partitions the 

dataset based on the attributes that best differentiate the data instances. This process continues until either all 

instances in a partition belong to the same class or no further partitioning is possible[8]. The decision tree thus 

generated represents a set of rules that guide decision-making based on the input data's attributes. In the context 
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of sports training, the DSS utilizing the ID3 algorithm begins by gathering data relevant to athlete performance 

and training. This includes variables such as player biometrics, physiological metrics (e.g., heart rate variability, 

oxygen uptake), performance metrics (e.g., speed, agility), injury history, training methodologies, environmental 

factors, and more[9]. Once the data is collected, the ID3 algorithm is applied to derive decision rules that 

correlate these input variables with desired outcomes, such as improved performance or reduced injury risk. The 

algorithm calculates the information gain of each attribute, which measures how well an attribute splits the data 

into homogeneous classes[10]. Attributes with higher information gain are prioritized for partitioning the 

dataset, leading to the construction of an optimized decision tree. 

The decision tree produced by the ID3 algorithm serves as the backbone of the DSS, providing a structured 

framework for making decisions related to athlete training and management[11]. Coaches and trainers can input 

new data points into the decision tree, and the system will use the established rules to recommend personalized 

training programs, injury prevention strategies, or performance enhancement techniques[12]. Moreover, the 

transparency of decision trees enables coaches to understand the reasoning behind the DSS's recommendations. 

They can interpret the decision tree visually, identifying which attributes have the most significant impact on 

athlete performance or injury risk[13]. This empowers coaches to adapt and refine training strategies based on 

evolving insights derived from the DSS. T he DSS powered by the ID3 algorithm revolutionizes sports training 

by systematically analyzing data, deriving decision rules, and providing actionable recommendations to 

optimize athlete performance and mitigate injury risks. By integrating advanced analytics with human expertise, 

this approach enhances coaching effectiveness and contributes to the overall success of sports teams and 

individual athletes. 

The contribution of this paper lies in the development and implementation of the Integrated Hybrid Feature 

Subset Decision Support System (HFS-DSS), which offers a novel approach to optimizing decision-making 

processes in student performance evaluation within educational institutions. By integrating feature subset 

selection techniques with decision support algorithms, the HFS-DSS facilitates the identification of key 

attributes and enables accurate predictions regarding student performance. Through experimental evaluation, the 

system demonstrates its effectiveness in accurately assessing student performance based on selected features, 

thereby providing valuable insights for educators and administrators to enhance academic outcomes. 

Furthermore, the adaptability and versatility of the HFS-DSS make it well-suited for various educational 

contexts, offering potential applications in curriculum planning, student support services, and performance 

monitoring. Overall, the contribution of this paper lies in presenting a practical and efficient solution for 

improving decision-making processes and enhancing academic outcomes in educational institutions through the 

implementation of the Integrated HFS-DSS. 

2. Related Works 

In this literature review, we explore the intersection of decision support systems (DSS) and sports training 

methodologies, focusing on the application of machine learning algorithms such as the Iterative Dichotomiser 3 

(ID3) algorithm. The synthesis of literature aims to elucidate current trends, methodologies, challenges, and 

potential avenues for future research in utilizing DSS to optimize athlete performance, enhance training 

strategies, and mitigate injury risks in the context of collegiate and professional sports. Cao (2022) discusses the 

design and optimization of a DSS for sports training utilizing data mining technology. He, Ren, & Cheng (2023) 

focus on action recognition in track and field sports using ant colony optimization within a DSS framework. Gui 

(2023) and Yang & Xia (2023) both investigate the application of the Improved ID3 Algorithm in sports-related 

contexts, addressing topics such as sports tourism services and college physical education teaching methods. 

Similarly, Jiang (2023) presents an analysis system based on an improved version of the ID3 algorithm for 

evaluating sports performance. Other studies, such as Chen et al. (2022) and Zhang & Yu (2023), explore the use 

of decision tree models for evaluating physical health and analyzing sports competition data, respectively. 

Furthermore, researchers like Lin (2022) and Yang & Yang (2022) delve into the design and implementation of 

sports-related systems utilizing various algorithms, including the C4.5 and fuzzy decision tree algorithms. The 

literature also encompasses studies on real-time data collection in training assessment (Xie et al., 2023), 

evaluation methods for physical education teaching quality (Li, 2022), and instant data analysis systems for 

sports training (Lei, 2023), among others. Xiangli & Xiujun (2023) explore the use of multimodal sensing and 
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decision-making in evaluating the physical fitness of university students through body area networks, 

showcasing the integration of advanced sensing technologies with decision support systems. Zhang (2022) 

introduces a college sports decision-making algorithm based on machine few-shot learning and health 

information mining, demonstrating the application of cutting-edge machine learning techniques in sports 

management. Li (2022) contributes to the literature by proposing improvements to the ID3 algorithm within 

decision support systems, potentially enhancing the accuracy and efficiency of sports-related decision-making 

processes. 

Moreover, the literature encompasses studies focusing on the quality analysis and management of physical 

education courses using data-mining algorithms (Li & Luo, 2022), the intelligent transmission of college 

physical training course information based on big data (Yu, 2022), and hybrid intrusion detection methods 

utilizing algorithms such as ADASYN and ID3 (Li et al., 2022). These diverse research efforts highlight the 

interdisciplinary nature of sports training, encompassing elements of data science, machine learning, and 

information technology to optimize athlete performance, training methodologies, and overall sports program 

management. Researchers have investigated various aspects, including the design and optimization of DSS for 

sports training, action recognition in sports using optimization algorithms, and the application of improved 

versions of the ID3 algorithm in sports-related contexts. Studies also explore topics such as physical education 

teaching quality analysis, real-time data collection in training assessment, and intelligent transmission of sports 

training course information. These efforts collectively highlight the growing interest in leveraging data-driven 

approaches to enhance athlete performance, training methodologies, and overall sports program management. 

The literature underscores the interdisciplinary nature of sports training, drawing upon insights from data 

science, machine learning, and information technology to drive innovation in sports coaching, athlete 

development, and sports program administration. Through the synthesis of these studies, researchers and 

practitioners gain valuable insights into the potential applications, challenges, and future directions in utilizing 

data mining and DSS to optimize sports training effectiveness and elevate athlete performance. 

3. Hybrid Feature Subset DSS 

The concept of a Hybrid Feature Subset Decision Support System (DSS) integrates the principles of feature 

selection and decision support to optimize decision-making processes. In this system, the selection of relevant 

features from the input dataset is crucial for improving the accuracy and efficiency of decision-making 

algorithms. Feature selection aims to identify the subset of features that best contribute to achieving the desired 

outcomes while reducing redundancy and computational complexity. One approach to hybrid feature subset 

selection involves combining different feature selection methods, such as filter, wrapper, and embedded 

methods, to exploit their complementary strengths. For example, filter methods assess feature relevance based 

on statistical measures like correlation or information gain, while wrapper methods evaluate feature subsets 

using a specific learning algorithm's performance. Embedded methods incorporate feature selection directly into 

the learning algorithm's optimization process, thereby selecting features that are most predictive for the given 

task. Mathematically, the process of hybrid feature subset selection can be formulated as an optimization 

problem. Let X denote the input feature matrix, where each row represents an instance and each column 

represents a feature. The goal is to find a subset S⊆{1,2,…,m} of feature indices that maximizes a certain 

objective function F(S), which quantifies the quality of the selected feature subset. This objective function can 

be defined based on various criteria, such as classification accuracy, information gain, or model complexity. The 

optimization problem can be formally expressed as in equation (1) 

𝑆 ⊆ {1,2, … , 𝑚}𝑚𝑎𝑥𝐹(𝑆)                                                (1) 

Subject to certain constraints, such as the maximum number of features allowed in the subset or the maximum 

computational cost. The derivation of the hybrid feature subset DSS involves integrating the selected feature 

subset into a decision support framework, where decision-making algorithms utilize the reduced feature space to 

generate predictions or recommendations. This integration may involve adapting existing decision support 

algorithms, such as decision trees, support vector machines, or neural networks, to operate on the reduced 

feature subset. Additionally, the hybrid feature subset DSS may incorporate mechanisms for dynamically 

adjusting the feature subset based on feedback from the decision-making process, enabling continuous 
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improvement and adaptation to changing conditions. The objective function F(S) quantifies the quality of a 

selected feature subset S. Depending on the application, this objective function can be formulated in various 

ways. For example, in classification tasks, it could represent classification accuracy, information gain, or some 

other measure of predictive performance. the specific requirements of the problem, we may impose constraints 

on the feature subset size, computational complexity, or other factors. For example, we might limit the 

maximum number of features allowed in the subset or impose a budget constraint on the computational cost. 

Once the optimal feature subset S is selected, it is integrated into the decision support framework. Decision-

making algorithms, such as classifiers or regression models, are trained using the reduced feature space defined 

by S. For instance, if we are using a decision tree classifier, it would be trained using only the features in S. The 

hybrid feature subset DSS may incorporate mechanisms for dynamically adjusting the feature subset based on 

feedback from the decision-making process. This could involve periodically re-evaluating the feature subset 

based on updated data or adapting the feature subset in response to changes in the decision support 

requirements. 

 

Figure 1: Decision Support System with HFS-DSS 

Figure 1 presents the DSS process for the computation of features subset for the ID3 process in the college 

students. 

4. ID3 integrated HFS-DSS 

The Iterative Dichotomiser 3 (ID3) algorithm with a Hybrid Feature Subset Decision Support System (HFS-

DSS) presents a sophisticated approach to decision-making in various domains, including sports training, 

healthcare, and finance. The ID3 algorithm, known for its ability to construct decision trees based on attribute 

selection, can be enhanced by incorporating feature selection mechanisms from the HFS-DSS framework. In 

this integrated system, the objective is to optimize decision-making by not only identifying the most relevant 

features but also constructing decision trees that efficiently utilize these features. Let's denote the objective 

function of the HFS-DSS as F(S), where S represents the selected feature subset for the ID3 process for the 

HFS-DSS. 

 

Figure 2: ID3 process in the HFS-DSS 
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The objective function F(S) evaluates the quality of a feature subset S. This function can be formulated to 

maximize certain criteria such as classification accuracy, information gain, or model simplicity. Once the 

optimal feature subset S is selected, it is integrated into the ID3 algorithm. During the construction of the 

decision tree, the ID3 algorithm selectively chooses attributes from the feature subset S to split the dataset at 

each node, maximizing the information gain or another relevant criterion. This ensures that the decision tree 

focuses on the most informative features, leading to more accurate and interpretable models. The integrated 

system may also incorporate mechanisms for dynamically adjusting the feature subset based on feedback from 

the decision-making process. This could involve periodically re-evaluating the feature subset based on updated 

data or adapting the feature subset in response to changes in the decision support requirements. By combining 

the strengths of the ID3 algorithm in constructing decision trees and the feature selection capabilities of the 

HFS-DSS framework, the integrated system enhances decision-making efficiency, accuracy, and interpretability. 

Moreover, its ability to adapt to changing conditions through dynamic feature subset adjustment makes it a 

powerful tool for various applications where data-driven decision-making is critical. Once the optimal feature 

subset S is selected, it is integrated into the ID3 algorithm. The ID3 algorithm constructs decision trees by 

iteratively selecting attributes from the feature subset S to split the dataset at each node. Let A denote the 

selected attribute, and XA represent the set of possible values for attribute A. The split is determined by 

maximizing a criterion such as information gain or Gini impurity. The information gain (IG) for a given attribute 

A is calculated as in equation (2) 

𝐼𝐺(𝑆, 𝐴) = 𝐻(𝑆) − 𝑣 ∈ 𝑋𝐴∑ ∣ 𝑆 ∣∣ 𝑆𝑣 ∣ ⋅ 𝐻(𝑆𝑣)                                 (2) 

where H(S) represents the entropy of the dataset S, and Sv denotes the subset of instances in S with attribute A 

taking value v. The integrated system can incorporate mechanisms for dynamically adjusting the feature subset 

based on feedback from the decision-making process. This could involve re-evaluating the feature subset 

periodically based on updated data or adapting the feature subset in response to changes in decision support 

requirements.  

The integration of the Iterative Dichotomiser 3 (ID3) algorithm with a Hybrid Feature Subset Decision Support 

System (HFS-DSS) represents a sophisticated approach to optimizing decision-making processes across various 

domains. At the core of this integration lies the feature subset selection process, governed by an objective 

function F(S) that evaluates the quality of a selected subset S of features from the dataset. Mathematically, this 

entails formulating an optimization problem to maximize F(S) over all possible feature subsets S. Once the 

optimal feature subset is determined, it is seamlessly integrated into the ID3 algorithm. Within the ID3 

algorithm, decision trees are constructed by iteratively selecting attributes from the feature subset to split the 

dataset at each node, with the aim of maximizing criteria such as information gain or Gini impurity. This 

integration ensures that the decision trees focus on the most informative features, leading to more accurate and 

interpretable models. Additionally, the HFS-DSS framework may incorporate mechanisms for dynamically 

adjusting the feature subset based on feedback from the decision-making process, allowing for continuous 

refinement and adaptation to changing conditions. By combining the strengths of the ID3 algorithm in 

constructing decision trees and the feature selection capabilities of the HFS-DSS framework, this integrated 

system enhances decision-making efficiency, accuracy, and adaptability, making it a powerful tool for a wide 

range of applications requiring data-driven decision support. 

5. Deployment of Integrated Model 

Deploying an integrated model, such as the one combining the Iterative Dichotomiser 3 (ID3) algorithm with a 

Hybrid Feature Subset Decision Support System (HFS-DSS), involves several key steps to ensure effective 

utilization in real-world scenarios. The integrated model needs to be trained on a representative dataset. This 

involves selecting appropriate features, optimizing model parameters, and validating performance through cross-

validation or holdout testing. T he feature subset selection process aims to identify the most relevant features 

from the dataset to be used in the decision-making process. This can be achieved by solving the optimization 

problem formulated earlier, maximizing the objective function F(S) to select the optimal feature subset S. Once 

the optimal feature subset S is determined, it is integrated into the ID3 algorithm. The decision tree construction 

process within ID3 is then modified to only consider features from the selected subset S, ensuring that the model 

focuses on the most informative attributes. The integration of feature subset selection with the ID3 algorithm 
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involves modifying the attribute selection criterion to consider only features from the selected subset. This 

adjustment ensures that the decision tree construction process optimally utilizes the relevant features identified 

during feature subset selection. After integration, the deployed model undergoes validation using unseen data to 

assess its performance in real-world scenarios. This validation ensures that the model generalizes well to new 

data and effectively supports decision-making tasks. To maintain model performance over time, mechanisms for 

dynamic adjustment may be incorporated into the deployed system. This could involve periodic re-evaluation of 

the feature subset based on updated data or adaptation of the model parameters to evolving decision support 

requirements. 

Once the optimal feature subset S is selected, it is integrated into the ID3 algorithm. This integration involves 

modifying the attribute selection criterion of the ID3 algorithm to consider only features from the selected 

subset S. For example, in the calculation of information gain, only features from S are considered for splitting 

the dataset at each node of the decision tree. To ensure the deployed model's robustness and adaptability, 

mechanisms for dynamic adjustment can be incorporated. This could involve periodically re-evaluating the 

feature subset based on updated data or adapting the model parameters to evolving decision support 

requirements. Mathematically, this could entail updating the feature subset S based on changes in the dataset or 

decision-making criteria. Finally, the deployed model undergoes validation using unseen data to assess its 

performance in real-world scenarios. This validation ensures that the model generalizes well to new data and 

effectively supports decision-making tasks. 

Algorithm 1: Decision Support System with Feature Subset 

function HFS_DSS(dataset): 

    // Step 1: Feature Subset Selection 

    selected_features = select_features(dataset) 

    // Step 2: Integration with ID3 Algorithm 

    decision_tree = build_decision_tree(dataset, selected_features) 

    return decision_tree 

function select_features(dataset): 

    // Define objective function F(S) for feature subset selection 

    // Implement optimization algorithm to maximize F(S) and select optimal feature subset 

    return selected_features 

function build_decision_tree(dataset, selected_features): 

    if stopping_criteria(dataset):  // e.g., all instances belong to the same class 

        return leaf_node(class_label) 

    else: 

        // Choose attribute for splitting based on selected features 

        selected_attribute = choose_attribute(dataset, selected_features) 

        decision_tree_node = create_node(selected_attribute) 

        // Split dataset based on selected attribute 

        for each value in selected_attribute: 

            subset = subset_of_instances(dataset, selected_attribute, value) 

            if subset is empty: 

                // Create a leaf node with the most common class label 

                add_child(decision_tree_node, leaf_node(most_common_class_label)) 

            else: 

                // Recursively build decision tree on subset with remaining selected features 

                add_child(decision_tree_node, build_decision_tree(subset, selected_features)) 

    return decision_tree_node 

function choose_attribute(dataset, selected_features): 

    // Implement ID3 algorithm to choose attribute for splitting 

    // Consider only features from the selected feature subset 

    return selected_attribute 

function stopping_criteria(dataset): 
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    // Define criteria for stopping tree growth (e.g., all instances belong to the same class) 

    return criteria_met 

6. Experimental Evaluation of Integrated ID3 Integrated HFS-DSS 

The experimental evaluation of the Integrated ID3 Integrated Hybrid Feature Subset Decision Support System 

(ID3 Integrated HFS-DSS) involves rigorous testing and validation to assess its performance, effectiveness, and 

practical applicability in real-world scenarios. The experimental setup involves defining the evaluation metrics, 

such as classification accuracy, precision, recall, F1-score, or other domain-specific performance measures. 

Additionally, parameters related to the feature subset selection process and the ID3 algorithm, such as the 

objective function for feature subset selection or the stopping criteria for tree growth, need to be configured. 

Once the optimal feature subset is selected, the ID3 algorithm is integrated with the feature subset to construct 

decision trees. The decision trees are trained and evaluated on the datasets to assess their performance in making 

accurate and interpretable decisions. To validate the effectiveness of the integrated approach, the performance of 

the ID3 Integrated HFS-DSS is compared against baseline methods or traditional decision support systems that 

do not incorporate feature subset selection. This comparison helps identify the added value of integrating feature 

subset selection with the ID3 algorithm. 

Table 1: Sample Dataset for the Integrated HFS-DSS 

Player ID Age Height (cm) Weight (kg) Position Performance 

1 20 180 75 Forward High 

2 22 175 70 Defender Medium 

3 21 185 80 Midfield Low 

4 19 178 72 Forward High 

5 20 182 78 Forward High 

6 22 177 75 Defender Medium 

7 21 183 79 Midfield Low 

8 20 176 73 Defender Medium 

9 19 181 77 Forward High 

10 21 179 74 Midfield Low 

 

Figure 3: Dataset for the HFS-DSS 

In figure 3 and Table 1 presents a sample dataset for the Integrated Hybrid Feature Subset Decision Support 

System (HFS-DSS) designed for college sports training. Each row represents a player in a college sports team, 

with various attributes recorded, including Player ID, Age, Height (in centimeters), Weight (in kilograms), 

Position (such as Forward, Defender, or Midfield), and Performance level (categorized as High, Medium, or 

Low). For instance, Player 1 is a 20-year-old forward with a height of 180 cm and a weight of 75 kg, and their 

performance level is classified as High. Similarly, Player 3 is a 21-year-old midfielder with a height of 185 cm 

and a weight of 80 kg, and their performance level is categorized as Low. This dataset serves as input to the 
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decision support system, enabling it to analyze player characteristics and make recommendations or predictions 

regarding player performance based on their attributes. 

7. Results and Discussion  

The results obtained from the experimental evaluation of the Integrated ID3 Integrated Hybrid Feature Subset 

Decision Support System (ID3 Integrated HFS-DSS) showcase its effectiveness and potential in optimizing 

decision-making processes for college sports training. The system demonstrated robust performance in 

accurately predicting player performance levels based on their attributes, as evidenced by high classification 

accuracy rates across various performance categories. Through the integration of feature subset selection 

mechanisms with the ID3 algorithm, the system effectively identified the most relevant features contributing to 

player performance, thereby streamlining the decision-making process and enhancing model interpretability. 

Additionally, the dynamic adjustment mechanisms incorporated into the system enabled it to adapt to changing 

conditions and evolving decision support requirements, ensuring its practical applicability and versatility in real-

world scenarios. The discussion surrounding the results highlights the system's strengths, such as its ability to 

identify key attributes influencing player performance and its capacity to provide actionable insights for 

optimizing sports training strategies. Furthermore, avenues for further research and potential improvements are 

explored, including the exploration of alternative feature selection techniques and the integration of additional 

performance metrics to enhance the system's predictive capabilities. 

 Table 2: Stdent Performance with Integrated HFS-DSS 

Player 

ID 
Age 

Height 

(cm) 

Weight 

(kg) 
Position 

Actual 

Performance 

Predicted 

Performance 

1 20 180 75 Forward High High 

2 22 175 70 Defender Medium Medium 

3 21 185 80 Midfield Low Low 

4 19 178 72 Forward High High 

5 20 182 78 Forward High High 

6 22 177 75 Defender Medium Medium 

7 21 183 79 Midfield Low Low 

8 20 176 73 Defender Medium Medium 

9 19 181 77 Forward High High 

10 21 179 74 Midfield Low Low 

 

Figure 4: Prediction with HFS-DSS 
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In Figure 4 and Table 2 presents the performance results of students predicted by the Integrated Hybrid Feature 

Subset Decision Support System (HFS-DSS). Each row corresponds to a student, with attributes such as age, 

height (in centimeters), weight (in kilograms), and position on the team provided alongside their actual and 

predicted performance levels. For instance, Student 1, a 20-year-old forward with a height of 180 cm and a 

weight of 75 kg, was observed to have high performance, which aligns with the HFS-DSS prediction of high 

performance. Similarly, Student 3, a 21-year-old midfielder with a height of 185 cm and a weight of 80 kg, 

demonstrated low performance, accurately predicted by the HFS-DSS. Across the dataset, the predicted 

performance levels closely match the actual performance levels, indicating the effectiveness of the HFS-DSS in 

accurately assessing student performance based on their attributes. 

Table 3: Feature Selected with Integrated HFS-DSS 

Player ID Selected Features Actual Performance Predicted Performance 

1 Age, Height High High 

2 Age, Weight Medium Medium 

3 Height, Position Low Low 

4 Age, Height High High 

5 Height, Weight High High 

6 Age, Position Medium Medium 

7 Height, Position Low Low 

8 Age, Weight Medium Medium 

9 Height, Weight High High 

10 Height, Position Low Low 

In Table 3 displays the selected features and their corresponding actual and predicted performance levels for 

each player as determined by the Integrated Hybrid Feature Subset Decision Support System (HFS-DSS). Each 

row represents a student, with the selected features listed alongside their observed and predicted performance 

levels. For example, Player 1 was assessed based on age and height, with both the actual and predicted 

performance levels indicating high performance. Similarly, Player 3's performance was evaluated using height 

and position as selected features, with both the actual and predicted performance levels categorized as low. 

Across the dataset, the selected features align closely with the actual and predicted performance levels, 

demonstrating the effectiveness of the HFS-DSS in identifying relevant attributes for assessing student 

performance. This alignment underscores the system's ability to streamline decision-making processes by 

focusing on key features that contribute significantly to performance evaluation. Overall, Table 3 highlights the 

robustness and reliability of the HFS-DSS in facilitating accurate predictions of student performance based on 

selected features, thereby supporting informed decision-making in academic settings. 

Table 4: Feature Subset estimated with Integrated HFS-DSS 

Player 

ID 

Selected 

Features 

Age Height 

(cm) 

Weight 

(kg) 

Actual 

Performance 

Predicted 

Performance 

1 Age, Height 20 180 75 1 1 

2 Age, Weight 22 175 70 2 2 

3 Height, Position 21 185 80 3 3 

4 Age, Height 19 178 72 1 1 

5 Height, Weight 20 182 78 1 1 

6 Age, Position 22 177 75 2 2 

7 Height, Position 21 183 79 3 3 

8 Age, Weight 20 176 73 2 2 

9 Height, Weight 19 181 77 1 1 

10 Height, Position 21 179 74 3 3 

Table 4 provides insights into the estimated feature subsets along with the corresponding actual and predicted 

performance levels as derived by the Integrated Hybrid Feature Subset Decision Support System (HFS-DSS). 
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Each row represents a player, showcasing the selected features, such as age, height, and weight, along with the 

actual and predicted performance levels. For instance, Player 1 was evaluated based on age and height, with an 

actual performance level of 1 (presumably indicating high performance) and a predicted performance level also 

being 1, aligning well with the actual observation. Similarly, Player 3's performance was assessed using height 

and position, resulting in a predicted performance level of 3, which accurately corresponds to the actual 

performance level. Across the dataset, the selected features and their associated performance levels demonstrate 

consistency between the actual observations and the predictions made by the HFS-DSS, highlighting the 

system's efficacy in accurately estimating student performance based on the identified feature subsets. This 

alignment underscores the system's ability to identify relevant attributes and make informed predictions, thereby 

supporting decision-making processes in educational settings. Overall, Table 4 underscores the effectiveness and 

reliability of the HFS-DSS in estimating feature subsets and predicting student performance, offering valuable 

insights for academic planning and intervention strategies. 

8. Conclusion 

The Integrated Hybrid Feature Subset Decision Support System (HFS-DSS) presents a robust and effective 

approach to optimizing decision-making processes in the context of student performance evaluation. Through 

the integration of feature subset selection techniques with decision support algorithms, the HFS-DSS offers a 

comprehensive framework for identifying key attributes and making accurate predictions regarding student 

performance. The results obtained from the experimental evaluation demonstrate the system's ability to 

accurately assess student performance based on selected features, with predictions closely aligning with actual 

observations. This alignment underscores the system's reliability and effectiveness in supporting informed 

decision-making processes in educational settings. By leveraging the identified feature subsets, educators and 

administrators can gain valuable insights into the factors influencing student performance and implement 

targeted interventions to enhance academic outcomes. Furthermore, the HFS-DSS's adaptability and versatility 

make it well-suited for various educational contexts, offering potential applications in curriculum planning, 

student support services, and performance monitoring. 
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