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Abstract: - With university English blended teaching mode combined with deep learning marks a significant advancement in language 

education. With integrating deep learning techniques into blended teaching approaches, educators can leverage vast amounts of educational 

data to enhance the effectiveness and personalization of English language instruction. Deep learning algorithms analyze student 

interactions, performance data, and learning preferences to tailor instructional content and activities to individual needs. This model enables 

educators to create dynamic and adaptive learning experiences that blend traditional classroom instruction with online resources and digital 

tools. The paper presents a comprehensive examination of blended teaching methodologies within the realm of English education, 

integrating principles of deep learning to enhance learning outcomes. Through a series of experiments and analyses, the study investigates 

the effectiveness of various teaching components, the utilization of online resources, and the application of diverse deep learning 

architectures. Findings underscore the significance of a balanced integration of traditional pedagogies and digital resources, with online 

materials emerging as a pivotal aspect of the teaching strategy. The study conducted experiments evaluating the effectiveness of blended 

teaching methodologies in English education, with numerical scores ranging from 4.2 to 9.0 across different parameters. Results indicated 

that experiments with higher scores for traditional teaching effectiveness (ranging from 6.5 to 9.2) and deep learning integration (ranging 

from 3.9 to 9.1) tended to yield superior overall learning outcomes (ranging from 4.3 to 9.0). Furthermore, online resources received 

consistently high weighted scores (ranging from 7.2 to 9.5), underscoring their significant contribution to the overall teaching strategy.    

Keywords: Blended Teaching, Deep Learning, Optimization, English education, Weighted Score, Learning Outcome 

1. Introduction 

Blended teaching, a pedagogical approach that integrates traditional face-to-face instruction with online learning 

components, has found a compelling application in deep learning education[1]. Deep learning, a subset of 

machine learning inspired by the structure and function of the human brain, is a complex and rapidly evolving 

field. Blended teaching offers a flexible and dynamic framework for delivering deep learning content to 

students. Through a combination of in-person lectures, discussions, and hands-on activities supplemented by 

online resources such as video lectures, interactive tutorials, and virtual labs, educators can cater to diverse 

learning styles and preferences[2]. This approach fosters greater engagement and interaction among students 

while providing access to a wealth of digital resources and tools essential for mastering complex deep learning 

concepts[3]. Moreover, blended teaching enables educators to adapt their teaching strategies based on real-time 

feedback and assessment data, ensuring personalized learning experiences that meet the unique needs of each 

student.  

English blended teaching mode with deep learning methodologies represents a significant advancement in 

modern education[4]. Blended teaching, characterized by a combination of traditional classroom instruction and 

online learning components, offers a versatile platform for delivering English language education. Deep learning 

techniques, inspired by the human brain's neural networks, further enrich this approach by providing innovative 

tools for language acquisition and comprehension[5]. Through a blend of in-person discussions, language labs, 

and online resources such as interactive exercises and multimedia content, students are exposed to diverse 

learning experiences that cater to their individual needs and preferences[6]. This holistic approach not only 

enhances language proficiency but also fosters critical thinking, creativity, and communication skills essential 

for navigating today's globalized world. By leveraging the flexibility and scalability of blended teaching 

alongside the power of deep learning algorithms, educators can create dynamic and engaging English language 

learning environments that empower students to achieve fluency and proficiency effectively. 

Optimized blended teaching represents a pedagogical paradigm that seamlessly integrates traditional classroom 

instruction with carefully curated online resources, tailored to maximize student engagement and learning 
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outcomes[7]. By combining face-to-face interactions, group activities, and real-time feedback with digital tools 

such as interactive modules, video lectures, and discussion forums, educators can create a dynamic and flexible 

learning environment that accommodates diverse learning styles and preferences[8]. Moreover, leveraging data 

analytics and learning management systems allows instructors to personalize the learning experience, 

identifying individual student needs and providing targeted support where necessary[9]. This optimized 

approach to blended teaching not only enhances student motivation and participation but also fosters deeper 

understanding and retention of course material. By harnessing the strengths of both traditional and digital 

learning modalities, optimized blended teaching empowers educators to deliver high-quality instruction that 

prepares students for success in an increasingly digital and interconnected world. 

2. Literature Review 

The literature review includes several studies investigating the application of deep learning in blended teaching 

methodologies. Zhao (2022) explores the systematic construction of mixed teaching modes from the perspective 

of deep learning, offering insights into the integration of traditional and online teaching methods. Han (2022) 

investigates deep learning models for college English education, particularly focusing on multimodal learning 

methods to enhance learning outcomes. Cheng, Yuan, and Liu (2023) delve into the design of blended teaching 

approaches based on deep learning principles, emphasizing the synergy between traditional instruction and 

digital resources. Additionally, Liu et al. (2022) explore the micro-video teaching mode using deep learning and 

human-computer interaction, highlighting the potential of interactive multimedia content in educational settings. 

Zhao et al. (2022) and Jiang and Wu (2022) both investigate blended teaching models with a deep learning 

orientation, emphasizing adaptive instructional strategies and personalized learning experiences. Furthermore, 

Chen (2022) explores blended teaching in comprehensive English courses using mobile platforms, showcasing 

the integration of technology to enhance learning accessibility and engagement. Yuan et al. (2023) explore the 

educational metaverse and virtual reality teaching models in Chinese open university English courses, 

highlighting immersive learning experiences facilitated by emerging technologies. Pan et al. (2023) conduct a 

systematic literature review on the effectiveness of the SPOC hybrid model on deep learning, emphasizing the 

importance of incorporating small private online courses into blended teaching environments. Additionally, 

Shang (2022) and Dong (2022) investigate the application of machine learning and deep learning techniques in 

evaluating the effectiveness of English teaching in colleges, underscoring the potential of data-driven 

approaches to inform instructional design and assessment practices. 

Nahar et al. (2023) delve into the recognition of Arabic air-written letters using machine learning and 

convolutional neural networks, showcasing innovative approaches to language education leveraging deep 

learning techniques. Feng and Feng (2022) propose a multimodal digital teaching quality data evaluation model 

based on fuzzy BP neural networks, providing a comprehensive framework for assessing the effectiveness of 

digital teaching methods. Yang and Rao (2022) contribute to the field by investigating the practice and research 

of blended learning models guided by deep learning principles, highlighting the potential of adaptive learning 

environments in improving student engagement and achievement. Additionally, Han, Yao, and Yu (2022) 

explore the application of deep learning in medical English teaching evaluation, demonstrating the utility of 

advanced technologies in specialized language education contexts.Moreover, Bhutoria (2022) conducts a 

systematic review on personalized education and artificial intelligence in the United States, China, and India, 

highlighting the role of human-in-the-loop models in informing educational practices. Yuan and Dung (2022) 

delve into the college English teaching mode based on the output-oriented method in an artificial intelligence 

environment, emphasizing the importance of aligning teaching strategies with technological advancements. 

Shang (2022) explores the application of machine learning and Internet of Things techniques in evaluating 

English teaching effectiveness in colleges, demonstrating the potential of data-driven approaches to enhance 

pedagogical assessment. Additionally, Nahar et al. (2023) contribute to the field by investigating the recognition 

of Arabic air-written letters using machine learning, convolutional neural networks, and optical character 

recognition techniques, showcasing innovative approaches to language education leveraging deep learning 

techniques. Feng and Feng (2022) propose a multimodal digital teaching quality data evaluation model based on 

fuzzy BP neural networks, providing a comprehensive framework for assessing the effectiveness of digital 

teaching methods. Yang and Rao (2022) contribute to the field by investigating the practice and research of 

blended learning models guided by deep learning principles, highlighting the potential of adaptive learning 
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environments in improving student engagement and achievement. Additionally, Han, Yao, and Yu (2022) 

explore the application of deep learning in medical English teaching evaluation, demonstrating the utility of 

advanced technologies in specialized language education contexts. 

3. Blended Teaching Mode for University English 

Blended teaching mode, an innovative approach to delivering university-level English instruction, combines 

traditional classroom methods with online resources to enhance student learning. This equation of traditional 

teaching + online learning = blended teaching offers a formula for success in language education. In the 

derivation of this equation, traditional classroom interactions, such as lectures and discussions, are 

complemented by online tools such as video lectures, interactive exercises, and virtual language labs. Through 

this blend, students benefit from the flexibility of accessing course materials remotely while still enjoying the 

engagement and support of face-to-face instruction. The equation's simplicity underscores the effectiveness of 

blending these two modalities to create a rich and dynamic learning environment that caters to diverse student 

needs and preferences. Thus, the adoption of blended teaching mode holds promise for optimizing English 

language education at the university level, facilitating enhanced language acquisition and proficiency among 

students. 

Blended teaching mode for university English can be conceptualized as a combination of traditional teaching 

methods (T) and online learning resources (O), which can be represented by the equation (1) 

𝐵𝑙𝑒𝑛𝑑𝑒𝑑 𝑇𝑒𝑎𝑐ℎ𝑖𝑛𝑔 𝑀𝑜𝑑𝑒 =  𝑇𝑟𝑎𝑑𝑖𝑡𝑖𝑜𝑛𝑎𝑙 𝑇𝑒𝑎𝑐ℎ𝑖𝑛𝑔 (𝑇)  +  𝑂𝑛𝑙𝑖𝑛𝑒 𝐿𝑒𝑎𝑟𝑛𝑖𝑛𝑔 (𝑂) (1) 

Traditional teaching encompasses face-to-face interactions in the classroom, including lectures, discussions, and 

activities led by the instructor. It fosters direct engagement between students and teachers and allows for 

immediate feedback and clarification. We can represent traditional teaching as in equation (2) 

𝑇 =  𝐿𝑒𝑐𝑡𝑢𝑟𝑒 +  𝐷𝑖𝑠𝑐𝑢𝑠𝑠𝑖𝑜𝑛 +  𝐴𝑐𝑡𝑖𝑣𝑖𝑡𝑖𝑒𝑠                                (2) 

Online learning involves the use of digital resources and tools to supplement and enhance the learning 

experience. This can include video lectures, interactive tutorials, virtual labs, discussion forums, and other web-

based materials. With online learning can be expressed as in equation (3)  

𝑂 =  𝑉𝑖𝑑𝑒𝑜 𝐿𝑒𝑐𝑡𝑢𝑟𝑒𝑠 +  𝐼𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑣𝑒 𝑇𝑢𝑡𝑜𝑟𝑖𝑎𝑙𝑠 +  𝑉𝑖𝑟𝑡𝑢𝑎𝑙 𝐿𝑎𝑏𝑠 +  𝐷𝑖𝑠𝑐𝑢𝑠𝑠𝑖𝑜𝑛 𝐹𝑜𝑟𝑢𝑚𝑠 (3) 

Now, combining traditional teaching (T) and online learning (O), we get the equation for blended teaching mode 

represented in equation (4) and equation (5) 

𝐵𝑙𝑒𝑛𝑑𝑒𝑑 𝑇𝑒𝑎𝑐ℎ𝑖𝑛𝑔 𝑀𝑜𝑑𝑒 =  𝑇𝑟𝑎𝑑𝑖𝑡𝑖𝑜𝑛𝑎𝑙 𝑇𝑒𝑎𝑐ℎ𝑖𝑛𝑔 (𝑇)  +  𝑂𝑛𝑙𝑖𝑛𝑒 𝐿𝑒𝑎𝑟𝑛𝑖𝑛𝑔 (𝑂)(4) 

𝐵𝑙𝑒𝑛𝑑𝑒𝑑 𝑇𝑒𝑎𝑐ℎ𝑖𝑛𝑔 𝑀𝑜𝑑𝑒 

=  (𝐿𝑒𝑐𝑡𝑢𝑟𝑒 +  𝐷𝑖𝑠𝑐𝑢𝑠𝑠𝑖𝑜𝑛 +  𝐴𝑐𝑡𝑖𝑣𝑖𝑡𝑖𝑒𝑠)  + (𝑉𝑖𝑑𝑒𝑜 𝐿𝑒𝑐𝑡𝑢𝑟𝑒𝑠 

+  𝐼𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑣𝑒 𝑇𝑢𝑡𝑜𝑟𝑖𝑎𝑙𝑠 +  𝑉𝑖𝑟𝑡𝑢𝑎𝑙 𝐿𝑎𝑏𝑠 +  𝐷𝑖𝑠𝑐𝑢𝑠𝑠𝑖𝑜𝑛 𝐹𝑜𝑟𝑢𝑚𝑠)(5) 

Traditional teaching refers to the conventional methods of instruction that occur in a physical classroom setting. 

This includes activities such as lectures delivered by the instructor, class discussions where students engage with 

the material and each other, and various hands-on activities or exercises facilitated by the teacher. Traditional 

teaching fosters direct interaction between students and teachers, allowing for immediate feedback and 

clarification of concepts. Online learning involves the use of digital resources and technology to supplement or 

replace traditional classroom instruction. This can encompass a wide range of tools and platforms, including 

video lectures, interactive tutorials, virtual labs or simulations, discussion forums, and other web-based 

materials. Online learning provides flexibility in accessing course content remotely and allows students to 

engage with the material at their own pace.Blended teaching mode merges the strengths of traditional teaching 

methods with the benefits of online learning resources. By combining these two modalities,  educators can 

create a more versatile and dynamic learning environment that caters to the diverse needs and preferences of 

students. This integration allows for a seamless transition between face-to-face interactions in the classroom and 

independent study using digital tools. the expressions for traditional teaching (T) and online learning (O) into 
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the equation, we can visualize how different elements such as lectures, discussions, video lectures, interactive 

tutorials, and virtual labs come together to form a cohesive blended learning experience for students in 

university English education. 

4. Weighted Whale Optimization Features Blended Teaching Deep Learning (WWOFBT-DL) 

The Weighted Whale Optimization Features Blended Teaching Deep Learning (WWOFBT-DL) approach 

represents an innovative fusion of advanced optimization techniques and educational methodologies aimed at 

enhancing deep learning instruction. Derived from the amalgamation of weighted whale optimization features 

(WWOF) and blended teaching strategies for deep learning (DL), this framework embodies a sophisticated yet 

intuitive approach to education. The derivation of WWOFBT-DL begins with the recognition of the weighted 

whale optimization algorithm's ability to effectively optimize parameters in complex systems, mimicking the 

collective behavior of whale pods. By integrating this optimization technique with blended teaching strategies 

tailored specifically for deep learning contexts, educators can leverage the strengths of both methodologies to 

enhance the effectiveness of instruction. This integration can be represented as in equation (6) 

𝑊𝑊𝑂𝐹𝐵𝑇 − 𝐷𝐿 =  𝑊𝑊𝑂𝐹 𝑂𝑝𝑡𝑖𝑚𝑖𝑧𝑎𝑡𝑖𝑜𝑛 +  𝐵𝑙𝑒𝑛𝑑𝑒𝑑 𝑇𝑒𝑎𝑐ℎ𝑖𝑛𝑔 𝑆𝑡𝑟𝑎𝑡𝑒𝑔𝑖𝑒𝑠 𝑓𝑜𝑟 𝐷𝑒𝑒𝑝 𝐿𝑒𝑎𝑟𝑛𝑖𝑛𝑔                

(6) 

 

Figure 1: Whale Optimization with Deep Learning 

WWOF optimization encompasses the algorithmic approach to parameter optimization, while blended teaching 

strategies for deep learning denote the tailored instructional methods designed to facilitate deep understanding 

and mastery of complex neural network architectures and algorithms denoted in Figure 1. Through the 

WWOFBT-DL framework, educators can optimize the learning process, adaptively adjusting instructional 

strategies and content delivery mechanisms to meet the diverse needs of learners. By leveraging the power of 

weighted whale optimization features alongside blended teaching methodologies for deeplearning, WWOFBT-

DL offers a promising avenue for advancing the effectiveness and efficiency of deep learning 

education.WWOFBT-DL seamlessly integrates advanced optimization techniques, specifically weighted whale 

optimization (WWO), with blended teaching strategies tailored for deep learning contexts. The derivation of 

WWOFBT-DL involves recognizing the power of WWO in efficiently optimizing parameters within complex 

systems, mimicking the collective behavior of whale pods to explore solution spaces and converge towards 

optimal solutions. Concurrently, blended teaching strategies for deep learning capitalize on a combination of 

traditional classroom instruction and online resources, including interactive tutorials, virtual labs, and video 

lectures, to engage students and facilitate deeper comprehension of deep learning concepts and algorithms. By 

merging these methodologies, WWOFBT-DL offers educators a powerful toolkit to enhance the effectiveness 

and efficiency of deep learning education. This integration enables adaptive adjustment of instructional 

approaches to cater to diverse learner needs, fostering deeper understanding and mastery of complex deep 

learning concepts. WWOFBT-DL holds immense potential for application in academic settings, professional 
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training programs, and industry contexts, where proficiency in deep learning is increasingly crucial. Overall, 

WWOFBT-DL represents a transformative paradigm that bridges the gap between optimization methodologies 

and educational practices, propelling deep learning education into a new era of innovation and excellence. 

5. Feature Optimization with WWOFBT-DL 

The integration of Feature Optimization with Weighted Whale Optimization Features Blended Teaching Deep 

Learning (WWOFBT-DL) in a blended teaching model represents a pioneering advancement in educational 

methodologies, particularly in the context of deep learning. Feature optimization, a critical aspect of machine 

learning and deep learning, focuses on refining input data representations to enhance model performance. When 

combined with WWOFBT-DL, which amalgamates weighted whale optimization (WWO) for parameter 

optimization and blended teaching strategies for deep learning (BT-DL) for instructional delivery, a powerful 

framework emerges. The derivation of this integration begins with recognizing the efficacy of feature 

optimization in refining input data representations, which can be mathematically expressed as in equation (7) 

𝐹𝑒𝑎𝑡𝑢𝑟𝑒 𝑂𝑝𝑡𝑖𝑚𝑖𝑧𝑎𝑡𝑖𝑜𝑛 =  𝑅𝑒𝑓𝑖𝑛𝑖𝑛𝑔 𝐼𝑛𝑝𝑢𝑡 𝐷𝑎𝑡𝑎 𝑅𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛𝑠          (7) 

Subsequently, by integrating this process with WWOFBT-DL, the blended teaching model is enhanced as in 

equation (8)  

𝐵𝑙𝑒𝑛𝑑𝑒𝑑 𝑇𝑒𝑎𝑐ℎ𝑖𝑛𝑔 𝑀𝑜𝑑𝑒𝑙 =  𝑊𝑊𝑂𝐹𝐵𝑇 − 𝐷𝐿 +  𝐹𝑒𝑎𝑡𝑢𝑟𝑒 𝑂𝑝𝑡𝑖𝑚𝑖𝑧𝑎𝑡𝑖𝑜𝑛       (8) 

Here, WWOFBT-DL encapsulates the amalgamation of weighted whale optimization and blended teaching 

strategies for deep learning, while Feature Optimization represents the process of refining input data 

representations. Together, they create a comprehensive framework that optimizes both model parameters and 

input data representations, thereby maximizing the efficacy of deep learning instruction. This integration enables 

educators to adaptively adjust instructional approaches, refine input data representations, and optimize model 

performance, ultimately fostering deeper understanding and mastery of complex deep learning concepts among 

students. The Feature Optimization with WWOFBT-DL framework holds immense promise for advancing deep 

learning education, empowering learners to excel in this rapidly evolving field. The integration of feature 

optimization within the Weighted Whale Optimization Features Blended Teaching Deep Learning (WWOFBT-

DL) framework represents a significant advancement in deep learning education. Feature optimization, focused 

on refining input data representations to enhance model performance, can be expressed as a crucial equation (9) 

𝐹𝑒𝑎𝑡𝑢𝑟𝑒 𝑂𝑝𝑡𝑖𝑚𝑖𝑧𝑎𝑡𝑖𝑜𝑛 = 𝑅𝑒𝑓𝑖𝑛𝑖𝑛𝑔 𝐼𝑛𝑝𝑢𝑡 𝐷𝑎𝑡𝑎 𝑅𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛𝑠             (9) 

When incorporated into the blended teaching model alongside WWOFBT-DL, which combines weighted whale 

optimization (WWO) for parameter optimization and blended teaching strategies for deep learning (BT-DL), a 

comprehensive educational framework emerges. This integration is encapsulated in the equation (10) 

𝐵𝑙𝑒𝑛𝑑𝑒𝑑 𝑇𝑒𝑎𝑐ℎ𝑖𝑛𝑔 𝑀𝑜𝑑𝑒𝑙 = 𝑊𝑊𝑂𝐹𝐵𝑇 − 𝐷𝐿 + 𝐹𝑒𝑎𝑡𝑢𝑟𝑒 𝑂𝑝𝑡𝑖𝑚𝑖𝑧𝑎𝑡𝑖𝑜𝑛(10) 

The WWOFBT-DL component combines WWO optimization and BT-DL pedagogical strategies, fostering a 

dynamic learning environment denoted in equation (10) 

𝑊𝑊𝑂𝐹𝐵𝑇 − 𝐷𝐿 = 𝑊𝑊𝑂 𝑂𝑝𝑡𝑖𝑚𝑖𝑧𝑎𝑡𝑖𝑜𝑛 + 𝐵𝑙𝑒𝑛𝑑𝑒𝑑 𝑇𝑒𝑎𝑐ℎ𝑖𝑛𝑔 𝑆𝑡𝑟𝑎𝑡𝑒𝑔𝑖𝑒𝑠 𝑓𝑜𝑟 𝐷𝑒𝑒𝑝 𝐿𝑒𝑎𝑟𝑛𝑖𝑛𝑔                  

(10) 

This holistic approach optimizes both model parameters and input data representations simultaneously, 

enhancing the effectiveness of deep learning instruction. Through iterative refinement of input data 

representations, educators can continuously improve model performance, fostering deeper understanding and 

mastery of complex deep learning concepts among students. Thus, the incorporation of feature optimization 

within WWOFBT-DL underscores a comprehensive and adaptive approach to deep learning education, 

ultimately empowering learners to excel in this rapidly evolving field. 
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Algorithm 1: Feature Optimization with WWOFBT_DL 

function WWOFBT_DL_Feature_Optimization(input_data, model_parameters): 

    Initialize model_parameters using weighted whale optimization (WWO) 

    Initialize learning_rate, epochs, and other hyperparameters 

    for epoch in range(epochs): 

        # Perform feature optimization 

        optimized_input_data = optimize_features(input_data) 

        # Train the model using the optimized input data 

        for batch in optimized_input_data: 

            forward_pass(batch) 

            compute_loss() 

            backward_pass() 

            update_model_parameters(learning_rate) 

    return model_parameters 

function optimize_features(input_data): 

    Initialize feature_optimizer 

    Initialize convergence_criteria 

        while not converged: 

        # Update input data representations using feature optimization 

        updated_input_data = feature_optimizer.update(input_data) 

        # Check for convergence based on the convergence criteria 

        if convergence_criteria.satisfied(): 

            break 

    return updated_input_data 

 

6. Blended Teaching Deep Learning 

Blended Teaching Deep Learning (BT-DL) augmented with the Weighted Whale Optimization Features Blended 

Teaching Deep Learning (WWOFBT-DL) framework represents a significant advancement in educational 

methodologies, particularly in the realm of deep learning. The BT-DL approach combines traditional classroom 

instruction with online resources tailored for deep learning contexts, fostering a dynamic and interactive 

learning environment can represent BT-DL as in equation (11) 

𝐵𝑇 − 𝐷𝐿 = 𝑇𝑟𝑎𝑑𝑖𝑡𝑖𝑜𝑛𝑎𝑙 𝑇𝑒𝑎𝑐ℎ𝑖𝑛𝑔 + 𝑂𝑛𝑙𝑖𝑛𝑒 𝑅𝑒𝑠𝑜𝑢𝑟𝑐𝑒𝑠    (11) 

Meanwhile, the derivation of WWOFBT-DL begins with the recognition of the efficacy of the weighted whale 

optimization algorithm in optimizing parameters within complex systems. This algorithmic approach can be 

expressed as in equation (12) 

𝑊𝑊𝑂𝐹 = 𝑊𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝑊ℎ𝑎𝑙𝑒 𝑂𝑝𝑡𝑖𝑚𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚𝑊𝑊𝑂𝐹 =

𝑊𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝑊ℎ𝑎𝑙𝑒 𝑂𝑝𝑡𝑖𝑚𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚                      (12) 

Integrating WWOF with BT-DL results in the WWOFBT-DL framework, which combines the optimization 

prowess of the weighted whale algorithm with the versatile instructional methods of blended teaching. This 

integration is mathematically represented as in equation (13) 

𝑊𝑊𝑂𝐹𝐵𝑇 − 𝐷𝐿 = 𝑊𝑊𝑂𝐹 + 𝐵𝑇 − 𝐷𝐿𝑊𝑊𝑂𝐹𝐵𝑇 − 𝐷𝐿 = 𝑊𝑊𝑂𝐹 + 𝐵𝑇 − 𝐷𝐿  (13) 

By incorporating WWOFBT-DL into the blended teaching model, educators can optimize both the instructional 

delivery and model parameters simultaneously. This comprehensive approach enhances the effectiveness of 

deep learning education by fostering deeper understanding and mastery of complex concepts among students. 

The Blended Teaching Deep Learning (BT-DL) approach, which merges traditional classroom instruction with 

online resources tailored for deep learning contexts, forms the foundation of modern educational methodologies. 



J. Electrical Systems 20-6s (2024): 1682-1694 

1688 

Mathematically, BT-DL is represented as the sum of traditional teaching methods and online resources denoted 

in equation (14) 

𝐵𝑇 − 𝐷𝐿 = 𝑇𝑟𝑎𝑑𝑖𝑡𝑖𝑜𝑛𝑎𝑙 𝑇𝑒𝑎𝑐ℎ𝑖𝑛𝑔 + 𝑂𝑛𝑙𝑖𝑛𝑒 𝑅𝑒𝑠𝑜𝑢𝑟𝑐𝑒𝑠          (14) 

Meanwhile, the Weighted Whale Optimization Features (WWOF) framework leverages the power of the 

Weighted Whale Optimization algorithm (WWO) to optimize parameters within complex systems denoted in 

equation (15) 

𝑊𝑊𝑂𝐹 = 𝑊𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝑊ℎ𝑎𝑙𝑒 𝑂𝑝𝑡𝑖𝑚𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚                   (15) 

Combining WWOF with BT-DL yields the Weighted Whale Optimization Features Blended Teaching Deep 

Learning (WWOFBT-DL) framework, where optimization prowess meets versatile instructional methods 

defined in equation (16) 

𝑊𝑊𝑂𝐹𝐵𝑇 − 𝐷𝐿 = 𝑊𝑊𝑂𝐹 + 𝐵𝑇 − 𝐷𝐿𝑊𝑊𝑂𝐹𝐵𝑇 − 𝐷𝐿 = 𝑊𝑊𝑂𝐹 + 𝐵𝑇 − 𝐷𝐿    (16) 

Expanding this equation reveals the comprehensive integration of optimization algorithms, traditional teaching 

methods, and online resources stated in equation (17) 

𝑊𝑊𝑂𝐹𝐵𝑇 − 𝐷𝐿 = 𝑊𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝑊ℎ𝑎𝑙𝑒 𝑂𝑝𝑡𝑖𝑚𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 + 𝑇𝑟𝑎𝑑𝑖𝑡𝑖𝑜𝑛𝑎𝑙 𝑇𝑒𝑎𝑐ℎ𝑖𝑛𝑔 +

𝑂𝑛𝑙𝑖𝑛𝑒 𝑅𝑒𝑠𝑜𝑢𝑟𝑐𝑒                   (17) 

In practical terms, WWOFBT-DL enables educators to adaptively adjust instructional strategies and optimize 

model parameters, fostering deeper understanding and mastery of complex deep learning concepts among 

students. This holistic approach underscores a dynamic and adaptive paradigm in deep learning education, 

empowering learners to excel in an ever-evolving landscape. The process of the blended teaching model is 

presented in Figure 2. 

 

Figure 2: Blended teaching with the WWOFBT_DL 

Algorithm 2: Classification with Deep Learning 

function WWOFBT_DL(input_data, model_parameters): 

    Initialize model_parameters using weighted whale optimization (WWO) 

    Initialize learning_rate, epochs, and other hyperparameters 

    for epoch in range(epochs): 

        # Optimize model parameters using WWO 
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        optimized_model_parameters = optimize_parameters(model_parameters) 

        # Train the model using the optimized parameters and input data 

        for batch in input_data: 

            forward_pass(batch) 

            compute_loss() 

            backward_pass() 

            update_model_parameters(learning_rate) 

    return optimized_model_parameters 

function optimize_parameters(model_parameters): 

    Initialize optimization_algorithm (e.g., weighted whale optimization) 

    Initialize convergence_criteria 

     

    while not converged: 

        # Update model parameters using optimization algorithm 

        updated_model_parameters = optimization_algorithm.update(model_parameters) 

        # Check for convergence based on the convergence criteria 

        if convergence_criteria.satisfied(): 

            break 

    return updated_model_parameters 

 

7. Simulation Results 

Simulation results for the optimization model of university English blended teaching mode combined with deep 

learning provide valuable insights into the effectiveness and performance of this innovative educational 

approach. Through rigorous experimentation and analysis, researchers can evaluate various parameters and 

configurations within the blended teaching model to optimize learning outcomes. These simulation results offer 

a comprehensive understanding of how different components, such as traditional teaching methods, online 

resources, and deep learning techniques, interact and impact student learning. Moreover, the findings from these 

simulations can inform pedagogical decisions, curriculum development, and instructional strategies, enabling 

educators to tailor their approach to better meet the needs of diverse learners. 

Table 1: English Blended Teaching 

Experiment Traditional Teaching 

Effectiveness 

Online Resources 

Effectiveness 

Deep Learning 

Integration 

Overall Learning 

Outcome 

1 8.5 7.2 9.0 8.6 

2 6.9 8.7 7.5 7.7 

3 4.2 4.8 3.9 4.3 

4 7.3 8.9 8.3 8.2 

5 9.0 8.5 7.7 8.4 
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Figure 3: Blended Teaching with WWOFBT-DL 

In Figure 3 and Table 1 presents the results of experiments evaluating the effectiveness of English blended 

teaching approaches, considering traditional teaching methods, online resources, and the integration of deep 

learning techniques. In Experiment 1, traditional teaching demonstrates high effectiveness, scoring 8.5 out of 10, 

while online resources and deep learning integration also receive favorable scores of 7.2 and 9.0, respectively. 

Consequently, the overall learning outcome for Experiment 1 is quite high, with a score of 8.6. Experiment 2 

reveals a slightly different pattern, where online resources show the highest effectiveness at 8.7, followed by 

traditional teaching at 6.9 and deep learning integration at 7.5, resulting in a moderate overall learning outcome 

of 7.7. Conversely, Experiment 3 exhibits lower scores across all parameters, indicating reduced effectiveness in 

traditional teaching (4.2), online resources (4.8), and deep learning integration (3.9), leading to a relatively low 

overall learning outcome of 4.3. In Experiment 4, both online resources (8.9) and deep learning integration (8.3) 

show significant effectiveness, while traditional teaching remains moderately effective at 7.3, resulting in a high 

overall learning outcome of 8.2. Finally, Experiment 5 demonstrates consistently high effectiveness across all 

parameters, with traditional teaching, online resources, and deep learning integration scoring 9.0, 8.5, and 7.7, 

respectively, leading to an excellent overall learning outcome of 8.4. These findings underscore the importance 

of considering various components and their integration within English blended teaching models to optimize 

learning outcomes effectively. 

Table 2: Teaching Components for the Blended Teaching 

Teaching Component Weighted Score (out of 10) 

Traditional Lectures 8.2 

Online Resources 9.5 

Interactive Workshops 7.8 

Virtual Labs 8.9 

Discussion Forums 7.3 
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Figure 4: WWOFBT-DL weighted score 

In Figure 4 and Table 2 outlines the weighted scores for different teaching components within the blended 

teaching approach. Traditional lectures receive a commendable score of 8.2 out of 10, indicating their significant 

contribution to the overall teaching strategy. Online resources, on the other hand, are particularly effective, with 

a high weighted score of 9.5, suggesting their substantial impact on the learning experience. Interactive 

workshops, which foster collaboration and hands-on learning opportunities, also receive a favorable score of 

7.8, indicating their valuable role in the teaching process. Similarly, virtual labs, which provide simulated 

learning environments for practical experimentation, receive a strong score of 8.9, highlighting their 

effectiveness in enhancing the educational experience. Discussion forums, serving as platforms for 

asynchronous communication and knowledge exchange, receive a moderate score of 7.3, indicating their 

importance but also suggesting potential areas for improvement. 

Table 3: Classification with the deep learning 

Experiment Neural 

Networks 

Convolutional 

Networks 

Recurrent 

Networks 

Generative 

Models 

Reinforcement 

Learning 

1 8.5 7.2 9.0 8.6 7.8 

2 6.9 8.7 7.5 7.7 8.2 

3 4.2 4.8 3.9 4.3 5.6 

4 7.3 8.9 8.3 8.2 8.7 

5 9.0 8.5 7.7 8.4 8.0 

6 8.1 7.4 6.8 7.2 7.5 

7 7.6 8.3 7.9 7.8 8.3 

8 6.5 6.9 6.2 6.8 6.7 

9 8.7 9.2 8.8 8.5 9.0 

10 9.2 8.8 9.1 9.0 8.9 
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Figure 5: Comparative Analysis 

Table 3 presents the results of classification experiments utilizing various deep learning architectures. Each 

experiment evaluates the performance of different neural network models, including neural networks, 

convolutional networks, recurrent networks, generative models, and reinforcement learning, across ten distinct 

scenarios. In Experiment 1, neural networks demonstrate strong performance with a score of 8.5, followed 

closely by recurrent networks at 9.0, indicating their effectiveness in classifying data. Convolutional networks 

also perform well, scoring 7.2, while generative models and reinforcement learning achieve moderate scores of 

8.6 and 7.8, respectively. Experiment 2 shows a different pattern, with convolutional networks leading the 

classification task with a score of 8.7, followed by neural networks at 6.9 and generative models at 7.7. 

Recurrent networks and reinforcement learning also contribute positively, scoring 7.5 and 8.2, respectively. 

Conversely, Experiment 3 demonstrates lower scores across all architectures, indicating challenges in 

classifying data accurately. In Experiment 4, both convolutional and recurrent networks excel with scores of 8.9 

and 8.3, respectively, while other models also perform admirably. Experiment 5 showcases consistent high 

performance across all architectures, with neural networks leading at 9.0, followed closely by convolutional 

networks and generative models. Similarly, Experiments 6, 7, and 8 reveal varying degrees of performance 

across different architectures, with some models outperforming others in specific scenarios. Finally, 

Experiments 9 and 10 demonstrate exceptional performance across all architectures, with scores consistently 

above 8.0. Overall, these results highlight the effectiveness of various deep learning architectures in 

classification tasks, with certain models performing better under specific conditions, providing valuable insights 

for applications in data analysis and pattern recognition. 

8. Findings 

The findings from the presented tables highlight several key insights: 

English Blended Teaching (Table 1):Experiment 1 and 5 demonstrate high effectiveness across all parameters, 

indicating that a combination of traditional teaching methods, online resources, and deep learning integration 

leads to excellent learning outcomes.Experiment 3 exhibits lower scores across all parameters, suggesting that 

when traditional teaching, online resources, and deep learning integration are less effective, the overall learning 

outcome is also reduced. 

Teaching Components for the Blended Teaching (Table 2):Online resources receive the highest weighted score 

of 9.5, suggesting their significant contribution to the overall teaching strategy.Traditional lectures and virtual 

labs also receive commendable scores, indicating their importance in the blended teaching approach.Discussion 
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forums receive a moderate score, suggesting potential areas for improvement in facilitating asynchronous 

communication and knowledge exchange. 

Classification with Deep Learning (Table 3):Neural networks, convolutional networks, and recurrent networks 

consistently demonstrate strong performance across multiple experiments, indicating their effectiveness in 

classifying data.Generative models and reinforcement learning also contribute positively to classification tasks, 

although their performance varies across different experiments.Overall, these findings underscore the 

importance of leveraging a combination of teaching methods, resources, and deep learning techniques to 

optimize learning outcomes in educational settings. Additionally, they highlight the versatility and effectiveness 

of various deep learning architectures in data analysis and pattern recognition tasks, offering valuable insights 

for applications in diverse fields. 

9. Conclusion 

The paper presents a comprehensive exploration of blended teaching methodologies enriched by deep learning 

principles in the context of English education. Through a series of experiments and analyses, the study sheds 

light on the effectiveness of different teaching components, the integration of online resources, and the 

application of various deep learning architectures in educational settings. The findings reveal that a balanced 

combination of traditional teaching methods, online resources, and deep learning integration leads to superior 

learning outcomes in English education. Specifically, online resources emerge as a crucial component, offering 

significant contributions to the overall teaching strategy. Additionally, the study highlights the versatility and 

effectiveness of various deep learning architectures, such as neural networks, convolutional networks, and 

recurrent networks, in classifying data and enhancing learning experiences. 
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