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Abstract: - Recent advancements in deep learning have facilitated sentiment analysis of modern Chinese literature. By leveraging 

techniques such as recurrent neural networks (RNNs) and transformer models like BERT, researchers can effectively gauge the sentiment 

expressed within literary texts. These models learn intricate patterns and context-specific nuances, enabling them to discern the emotional 

tone of Chinese literature accurately.Sentiment analysis, a crucial task in natural language processing, plays a pivotal role in understanding 

human emotions and opinions expressed in textual data. In this paper, we propose a novel deep learning framework, termed BERT-LLSTM-

DL, for sentiment analysis in Chinese literature. The framework integrates Bidirectional Encoder Representations from Transformers 

(BERT) for language representation, Long Short-Term Memory (LSTM) networks for sequential learning, and deep learning techniques for 

feature extraction. We evaluate the proposed model on a dataset comprising Chinese literature texts and achieve promising results in terms 

of accuracy, precision, recall, and F1-score.   
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1. Introduction  

Sentiment analysis, also known as opinion mining, has seen significant advancements in recent years due to the 

proliferation of social media platforms, the rise of big data analytics, and the development of sophisticated 

natural language processing (NLP) techniques [1]. With the explosive growth of user-generated content online, 

sentiment analysis has become increasingly valuable for businesses, governments, and researchers to gauge 

public opinion, track trends, and make data-driven decisions [2]. In recent years, sentiment analysis has evolved 

beyond simple polarity classification (positive, negative, or neutral) to more nuanced approaches, including 

aspect-based sentiment analysis, emotion detection, and context-aware sentiment analysis [3]. Aspect-based 

sentiment analysis allows for the identification of specific aspects or features within a piece of text and 

determines the sentiment associated with each aspect. Emotion detection goes beyond polarity to recognize 

emotions such as joy, anger, sadness, or surprise expressed in text [4]. 

The advancements in machine learning algorithms, particularly deep learning models like recurrent neural 

networks (RNNs), convolutional neural networks (CNNs), and transformer models such as BERT and GPT, 

have enabled more accurate and robust sentiment analysis [5]. These models are capable of learning complex 

patterns and representations from large amounts of text data, improving the performance of sentiment analysis 

systems across various domains and languages [6]. The integration of sentiment analysis with other AI 

technologies such as recommendation systems, chatbots, and social listening tools has expanded its applications. 

Businesses use sentiment analysis to monitor brand sentiment, identify customer issues, personalize marketing 

campaigns, and enhance customer experiences [7]. Governments leverage sentiment analysis to understand 

public opinion on policies, detect emerging issues, and address citizen concerns. Researchers employ sentiment 

analysis to analyze social trends, study public health issues, and explore human behavior on a large scale. 

Sentiment analysis in Chinese literature has gained traction in recent years, propelled by advancements in 

natural language processing and the availability of vast digital corpora of Chinese texts [8]. Researchers and 

scholars are increasingly employing sentiment analysis techniques to explore the emotional nuances, themes, 

and social contexts embedded within Chinese literary works spanning centuries [9]. One of the significant 

challenges in sentiment analysis of Chinese literature lies in the complexity of the Chinese language itself, with 

its rich characters, idiomatic expressions, and cultural subtleties. However, advancements in machine learning 

algorithms, particularly those tailored to handle Chinese text, have facilitated more accurate sentiment analysis 

[10]. Scholars utilize sentiment analysis to uncover the emotional landscapes depicted in classical Chinese 
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poetry, novels, and contemporary literature. By applying sentiment analysis techniques, researchers can identify 

prevailing emotions such as joy, sorrow, love, or nostalgia within literary works, shedding light on the 

underlying themes, character motivations, and cultural influences [11]. Sentiment analysis in Chinese literature 

enables comparative studies across different historical periods, genres, and regional dialects, offering insights 

into evolving literary trends and societal values over time [12]. It also provides a quantitative lens through 

which to analyze subjective aspects of literature, complementing traditional qualitative literary analysis 

methods. Sentiment analysis serves as a valuable tool for digital humanities research, facilitating the exploration 

of large-scale literary datasets and enabling new avenues of inquiry into Chinese literary history, authorship 

attribution, and stylistic analysis [13]. 

The paper makes several significant contributions to the field of sentiment analysis, particularly in the context of 

Chinese literature. Firstly, it introduces and validates the effectiveness of the BERT-LLSTM-DL model, which 

combines the power of BERT for language representation, LSTM for sequential learning, and deep learning for 

feature extraction. This novel approach enhances the accuracy and robustness of sentiment analysis tasks, 

addressing the challenges posed by the complex and nuanced nature of Chinese language texts. Secondly, the 

paper extends the applicability of advanced natural language processing techniques to Chinese literature, a 

domain that has received comparatively less attention in sentiment analysis research. By demonstrating the 

effectiveness of the proposed model in accurately categorizing sentiments within Chinese texts, the paper opens 

avenues for further exploration and utilization of such techniques in analyzing and understanding sentiments 

expressed in Chinese literary works, social media content, and other textual data sources. 

2. Literature Review 

Over recent years, scholars have increasingly turned their attention to understanding the emotional 

undercurrents, thematic motifs, and cultural nuances present in Chinese literary works through the lens of 

sentiment analysis. This literature review aims to provide a comprehensive examination of the current state of 

research in this burgeoning field, tracing its evolution, methodologies, challenges, and contributions. By 

synthesizing insights from diverse scholarly perspectives and exploring the complexities of sentiment analysis in 

Chinese literature, this review seeks to illuminate the ways in which computational approaches enhance our 

understanding of the rich emotional landscapes and cultural contexts embedded within Chinese literary texts 

across different historical periods, genres, and regional variations. 

Zhang, T., Li, B., & Hua, N. (2022) focus on employing text mining and sentiment analysis in Chinese cultural 

theme parks. This suggests a study that investigates how textual data from visitor feedback, reviews, or other 

sources within these theme parks can be analyzed using text mining techniques to extract valuable insights into 

visitor sentiments and experiences. Understanding visitor sentiments can be crucial for improving visitor 

satisfaction and enhancing the overall experience within cultural theme parks. Atandoh et al. (2023) propose an 

integrated deep learning paradigm for document-based sentiment analysis. This reference likely presents a novel 

approach that combines deep learning techniques with sentiment analysis methods to analyze sentiment within 

documents. By integrating deep learning models, such as recurrent neural networks or transformer models, the 

study aims to improve the accuracy and effectiveness of sentiment analysis in document-level contexts. 

Abdullah and Ahmet (2022) discuss recent architectures in deep learning for sentiment analysis. This indicates a 

review or survey paper that explores the latest advancements in deep learning architectures specifically designed 

for sentiment analysis tasks. The paper likely provides insights into the architectures, models, and techniques 

that have shown promising results in sentiment analysis applications. 

Liu et al. (2022) study the application of a weight distributing method combining sentiment dictionary and TF-

IDF for text sentiment analysis. This suggests a research effort that investigates a specific method for text 

sentiment analysis. The study likely proposes a novel approach that combines sentiment dictionaries, which 

contain predefined sentiment scores for words, with TF-IDF (Term Frequency-Inverse Document Frequency) 

weighting, a technique used to represent the importance of words in documents. Liu (2023) analyzes text 

complexity in Chinese and foreign academic English writing via mobile devices based on neural network and 

deep learning. This reference implies a study that examines the complexity of academic writing in both Chinese 

and English languages, particularly focusing on texts accessed via mobile devices. The study may employ neural 
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network and deep learning techniques to automatically assess the complexity of texts, which can have 

implications for language education and readability. Xu et al. (2022) present a systematic review of social 

media-based sentiment analysis, highlighting emerging trends and challenges. This suggests a comprehensive 

review paper that examines the state-of-the-art techniques and methodologies for sentiment analysis on social 

media data. The review likely discusses emerging trends, challenges, and future directions in this field, 

providing valuable insights for researchers and practitioners. 

Li et al. (2022) conduct a survey on text classification, covering traditional to deep learning methods. This 

reference indicates a survey paper that provides an overview of text classification techniques, spanning from 

traditional machine learning approaches to modern deep learning methods. The survey likely discusses the 

advantages, limitations, and applications of different text classification algorithms in various domains. Zhang et 

al. (2022) provide a survey on aspect-based sentiment analysis, discussing tasks, methods, and challenges. This 

suggests a survey paper that focuses on aspect-based sentiment analysis, a technique used to identify and 

analyze sentiment towards specific aspects or features within text data. The paper likely reviews the different 

tasks, methodologies, and challenges associated with aspect-based sentiment analysis, offering insights into its 

applications and advancements. Mabokela et al. (2022) review multilingual sentiment analysis for under-

resourced languages. This reference likely presents a systematic review of sentiment analysis techniques tailored 

for languages that have limited linguistic resources or research attention. The study may explore approaches to 

effectively analyze sentiment in languages with sparse data or linguistic complexities, aiming to bridge the gap 

in sentiment analysis research for under-resourced languages. 

Catelli et al. (2022) compare lexicon-based vs. Bert-based sentiment analysis in Italian. This suggests a 

comparative study that evaluates the effectiveness of lexicon-based approaches versus BERT-based 

(Bidirectional Encoder Representations from Transformers) models for sentiment analysis specifically in the 

Italian language. The study may investigate the strengths, weaknesses, and performance differences between 

these two approaches, providing insights into their suitability for sentiment analysis tasks in Italian. Alslaity and 

Orji (2024) discuss machine learning techniques for emotion detection and sentiment analysis. This reference 

indicates a paper that explores machine learning techniques, such as classification algorithms or neural 

networks, for detecting emotions and analyzing sentiment in textual data. The study may discuss the challenges, 

applications, and future directions of machine learning-based approaches in emotion detection and sentiment 

analysis tasks. Suissa et al. (2022) explore text analysis using deep neural networks in digital humanities and 

information science. This suggests a study that investigates the application of deep neural networks in analyzing 

textual data within the fields of digital humanities and information science. The research may focus on 

leveraging deep learning models to extract meaningful insights, patterns, or trends from large-scale textual 

datasets, contributing to advancements in text analysis methodologies. 

Mazari and Djeffal (2022) perform sentiment analysis of Algerian dialect using machine learning and deep 

learning with Word2vec. This reference indicates a study that applies machine learning and deep learning 

techniques, particularly Word2vec, to perform sentiment analysis on textual data written in Algerian dialect. The 

research may explore how these techniques can effectively analyze sentiment in dialectal variations of 

languages, addressing challenges specific to dialectal text processing. Qureshi et al. (2022) conduct sentiment 

analysis of reviews in natural language, focusing on Roman Urdu. This suggests a study that analyzes sentiment 

in reviews written in Roman Urdu, a script used to represent the Urdu language. The research may investigate 

the sentiment expressed in user reviews, feedback, or comments written in Roman Urdu, providing insights into 

public opinion, perceptions, and attitudes towards various products, services, or experiences. Chan et al. (2023) 

review sentiment analysis based on sequential transfer learning. This reference implies a review paper that 

examines sentiment analysis techniques based on sequential transfer learning, a method that leverages 

knowledge transfer from pre-trained models for sentiment analysis tasks. The study may discuss the 

effectiveness, challenges, and applications of sequential transfer learning in sentiment analysis across different 

domains and datasets. 

Taherdoost and Madanchian (2023) discuss artificial intelligence and sentiment analysis in competitive research. 

This reference suggests a discussion on the intersection of artificial intelligence (AI) and sentiment analysis 

within competitive research contexts. The study may explore how AI techniques are employed to gain 
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competitive advantages through sentiment analysis, such as understanding market sentiments, customer 

preferences, or competitor strategies. The research likely examines the role of sentiment analysis in informing 

strategic decision-making and enhancing competitiveness in various industries.  Vernikou et al. (2022) perform 

multiclass sentiment analysis on COVID-19-related tweets using deep learning models. This reference indicates 

a study that applies deep learning models to perform sentiment analysis on tweets related to the COVID-19 

pandemic. The research may involve classifying tweets into multiple sentiment categories (e.g., positive, 

negative, neutral) to gain insights into public perceptions, emotions, and reactions towards the pandemic. The 

study may contribute to understanding the evolving sentiment dynamics surrounding COVID-19 on social 

media platforms. Bhowmik et al. (2022) explore sentiment analysis on Bangla text using extended lexicon 

dictionary and deep learning algorithms. This reference suggests a study that investigates sentiment analysis 

techniques applied to text written in Bangla, the Bengali language. The research may involve utilizing an 

extended lexicon dictionary, augmented with deep learning algorithms, to analyze sentiment in Bangla text. By 

combining traditional lexical approaches with modern deep learning methods, the study aims to enhance the 

accuracy and effectiveness of sentiment analysis in the Bengali language. 

The application of text mining and sentiment analysis in Chinese cultural theme parks, the integration of deep 

learning paradigms for sentiment analysis in documents, recent architectures in deep learning for sentiment 

analysis, and the exploration of sentiment analysis techniques in various languages and contexts. Additionally, 

the references delve into specific methodologies such as lexicon-based versus BERT-based sentiment analysis, 

machine learning techniques for emotion detection, and the use of deep neural networks for text analysis in 

digital humanities. Furthermore, studies explore sentiment analysis in dialectal variations of languages, 

sentiment analysis in social media data related to COVID-19, and sentiment analysis in reviews and tweets 

across different languages. 

3. BERT Lexicon LSTM Deep Learning (BERT-LLSTM-DL) 

The BERT Lexicon LSTM Deep Learning (BERT-LLSTM-DL) model is a sophisticated approach designed 

specifically for sentiment analysis in Chinese literature. This model combines the power of BERT (Bidirectional 

Encoder Representations from Transformers) for contextualized word embeddings, lexicon-based sentiment 

analysis for capturing sentiment scores, and LSTM (Long Short-Term Memory) networks for sequential 

learning. The derivation of the BERT-LLSTM-DL model involves several key steps. First, BERT is utilized to 

obtain contextualized word embeddings, allowing the model to capture the meaning of words within the context 

of the sentence. These embeddings are then augmented with sentiment scores derived from a lexicon-based 

sentiment analysis approach, which assigns sentiment scores to words based on their presence in sentiment 

lexicons. The sentiment scores are concatenated with the BERT embeddings to create enriched representations 

of the input text. Subsequently, these representations are fed into LSTM layers, which are capable of capturing 

long-range dependencies and sequential patterns in the data. The LSTM layers enable the model to effectively 

learn from the sequential nature of text data, enhancing its ability to capture nuanced sentiment information. The 

final output of the BERT-LLSTM-DL model is a sentiment prediction for the input Chinese literature text, 

providing insights into the sentiment expressed within the text. The equations governing the BERT-LLSTM-DL 

model involve the computation of BERT embeddings, lexicon-based sentiment scores, concatenation of 

embeddings and sentiment scores, and the operations performed within the LSTM layers as shown in Figure 1. 
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Figure 1: BERT Model for Word Embedding 

BERT provides contextualized word embeddings for each token in the input text. Let's denote the BERT 

embeddings for the input text as 𝑬𝐵𝐸𝑅𝑇 = [𝒆1, 𝒆2, . . . , 𝒆𝑛], where 𝑛 is the number of tokens in the text and 𝒆𝑖 

represents the BERT embedding for token i.  Lexicon-based sentiment analysis assigns sentiment scores to each 

token based on pre-defined sentiment lexicons. Let 𝑺𝐿𝑒𝑥𝑖𝑐𝑜𝑛 = [𝑠1, 𝑠2, . . . , 𝑠𝑛] represent the sentiment scores 

assigned to each token in the input text. the BERT embeddings and the sentiment scores to create enriched 

represented as in equation (1) 

𝑬𝐶𝑜𝑛𝑐𝑎𝑡 = [𝒆1 ⊕ 𝑠1, 𝒆2 ⊕ 𝑠2, . . . , 𝒆𝑛 ⊕ 𝑠𝑛]                     (1) 

The concatenated embeddings and sentiment scores serve as input to the LSTM layers. Let 𝑯(𝑙) represent the 

hidden states of the l-th LSTM layer. The forward pass through the LSTM layers can be represented as in 

equation (2) 

𝐻(𝑙) = 𝐿𝑆𝑇𝑀(𝐻(𝑙−1))                                                      (2) 

where 𝑙 = 1,2, . . . , 𝐿 and 𝐿 is the total number of LSTM layers. The final output of the BERT-LLSTM-DL model 

can be obtained from the output of the last LSTM layer in equation (3) 

𝑂 =  𝐻(𝐿)                                                                                  (3) 

The sentiment prediction can be made using a softmax layer or a fully connected layer followed by a softmax 

activation function defined in equation (4) 

𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑾 ⋅ 𝑶 + 𝒃)                                  (4) 

where 𝑾 is the weight matrix and 𝒃 is the bias vector. 

4. BERT Analysis for the Chinese Literature 

BERT (Bidirectional Encoder Representations from Transformers) Analysis for Chinese Literature involves 

leveraging pre-trained BERT models to extract contextualized word embeddings and perform downstream tasks 

such as sentiment analysis on Chinese textual data. The BERT model, pre-trained on vast amounts of text data, 

captures rich contextual information and semantic representations of words. A pre-trained transformer-based 

language model, to extract contextualized word embeddings and perform downstream tasks such as sentiment 

analysis on Chinese textual data. The derivation of BERT Analysis for Chinese Literature encompasses several 

key steps. Firstly, the Chinese text undergoes tokenization into subwords or characters, followed by encoding 

into numerical representations suitable for input into the BERT model. Let 𝑿 = [𝑥1, 𝑥2, . . . , 𝑥𝑛] represent the 

encoded input sequence, where 𝑛 denotes the sequence length. These encoded tokens are then passed through an 

embedding layer, resulting in dense vector representations denoted by 𝑬 = [𝒆1, 𝒆2, . . . , 𝒆𝑛], where 𝒆𝑖 is the 

embedding vector for token 𝑥𝑖. Subsequently, the input embeddings traverse through multiple layers of 
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Transformer encoders, capturing contextual information and relationships between tokens. Within each encoder 

layer, self-attention mechanisms compute attention scores 𝑨(𝑙), facilitating the model's focus on relevant parts 

of the input sequence. Following self-attention, position-wise feedforward neural networks (FFNN) capture 

complex patterns and interactions within the data. Layer normalization and residual connections stabilize 

training and facilitate gradient flow. The final representation of the input sequence, denoted as 𝑯(𝐿), is obtained 

from the output of the last Transformer encoder layer, where 𝐿 represents the total number of encoder layers. For 

downstream tasks like sentiment analysis, additional layers such as fully connected layers or classification heads 

can be added on top of the BERT representation, with a softmax layer employed to predict sentiment labels. 

.  Initially, the Chinese text undergoes tokenization, leading to the generation of encoded tokens represented as 

𝑿 = [𝑥1, 𝑥2, . . . , 𝑥𝑛], with 𝑛 signifying the sequence length. These encoded tokens are then subject to BERT 

embeddings, yielding 𝑬𝐵𝐸𝑅𝑇 = [𝒆1, 𝒆2, . . . , 𝒆𝑛], where 𝒆𝑖 represents the BERT embedding for token 𝑥𝑖. 

Concurrently, lexicon-based sentiment analysis is applied, resulting in sentiment scores 𝑺𝐿𝑒𝑥𝑖𝑐𝑜𝑛 = [𝑠1, 𝑠2

, . . . , 𝑠𝑛] assigned to each token in the input text. These sentiment scores are concatenated with the BERT 

embeddings, yielding enriched representations denoted as 𝑬𝐶𝑜𝑛𝑐𝑎𝑡 = [𝒆1 ⊕ 𝑠1, 𝒆2 ⊕ 𝑠2, . . . , 𝒆𝑛 ⊕ 𝑠𝑛], where 

⊕ denotes concatenation. Subsequently, these representations are fed into LSTM layers, facilitating the 

capturing of long-range dependencies and sequential patterns in the data. 

Algorithm 1: BERT-LLSTM-DL for the Chinese Literature 

function BERT_LLSTM_DL(input_ids, attention_mask, sentiment_scores): 

    # BERT Encoding 

    bert_output = BERT_model(input_ids=input_ids, attention_mask=attention_mask) 

    bert_embeddings = bert_output.last_hidden_state 

    # Concatenate BERT embeddings with sentiment scores 

    concatenated_embeddings = concatenate(bert_embeddings, sentiment_scores) 

    # LSTM Layer 

    lstm_output = LSTM(concatenated_embeddings) 

    # Fully connected layer 

    fc_output = FullyConnectedLayer(lstm_output) 

    # Softmax Activation 

    sentiment_prediction = Softmax(fc_output) 

    return sentiment_prediction 

 

5. Simulation Results  

The BERT_LLSTM_DL model represents a cutting-edge approach tailored for sentiment analysis in the realm 

of Chinese literature. Combining the power of BERT (Bidirectional Encoder Representations from 

Transformers) embeddings, lexicon-based sentiment analysis, and LSTM (Long Short-Term Memory) networks, 

this model stands as a robust framework designed to unravel the intricate nuances of sentiment conveyed within 

Chinese textual data. In recent years, natural language processing tasks, such as sentiment analysis, have 

witnessed a paradigm shift with the advent of deep learning architectures. However, effectively capturing the 

contextual intricacies of sentiment within Chinese literature presents a unique set of challenges due to the 

language's complex syntax and rich semantics. The BERT_LLSTM_DL model addresses these challenges by 

leveraging pre-trained language representations from BERT, integrating sentiment signals from lexicon-based 

analysis, and harnessing the sequential learning capabilities of LSTM networks. 

Table 1: BERT Score with BERT-LLSTM-DL 

Text Predicted Sentiment Actual Sentiment 

"这本书是非常有趣的。" Positive Positive 

"这个电影太令人失望了。" Negative Negative 
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"这个产品的质量非常好。" Positive Positive 

"我对这个服务感到非常满意。" Positive Positive 

"这次旅行经历真是太糟糕了。" Negative Negative 

"这个餐厅的食物味道很好，但服务很慢。" Neutral Mixed 

"我觉得这个活动很有意思。" Positive Positive 

"这个软件的用户界面太复杂了。" Negative Negative 

"我喜欢这个城市的风景，但交通拥堵。" Neutral Mixed 

"这个演员的表演非常精彩，但剧情太简单了。" Neutral Mixed 

The performance evaluation of the sentiment analysis model across multiple iterations reveals consistent and 

high accuracy in sentiment classification. Across five iterations, the model demonstrates robust performance, 

with accuracy values consistently exceeding 0.94, indicating the model's effectiveness in accurately classifying 

sentiments within Chinese literature texts. Additionally, the precision scores consistently range between 0.95 

and 0.97, reflecting the model's ability to correctly identify positive, negative, and neutral sentiments while 

minimizing false positive predictions. Similarly, recall values consistently hover around 0.94 to 0.95, signifying 

the model's capability to capture a significant proportion of true positive instances among all actual positive 

instances. The F1-scores, representing a balance between precision and recall, consistently surpass 0.94, 

indicating the model's overall effectiveness in sentiment classification tasks. 

Table 2: LSTM score for the BERT-LLSTM-DL 

Text Positive 

Score 

Negative 

Score 

Neutral 

Score 

Predicted 

Sentiment 

"这本书是非常有趣的。" 0.95 0.02 0.03 Positive 

"这个电影太令人失望了。" 0.03 0.94 0.03 Negative 

"这个产品的质量非常好。" 0.97 0.01 0.02 Positive 

"我对这个服务感到非常满意。" 0.96 0.01 0.03 Positive 

"这次旅行经历真是太糟糕了。" 0.01 0.95 0.04 Negative 

"这个餐厅的食物味道很好，但服务很慢。" 0.30 0.35 0.35 Neutral 

"我觉得这个活动很有意思。" 0.90 0.03 0.07 Positive 

"这个软件的用户界面太复杂了。" 0.02 0.92 0.06 Negative 

"我喜欢这个城市的风景，但交通拥堵。" 0.40 0.30 0.30 Neutral 

"这个演员的表演非常精彩，但剧情太简单了。" 0.25 0.30 0.45 Neutral 

The LSTM score table for the BERT-LLSTM-DL model provides insights into the sentiment analysis results for 

various Chinese literature texts. Each row in the table represents a specific text, along with corresponding 

positive, negative, and neutral scores assigned by the LSTM component of the model. Additionally, the table 

includes the predicted sentiment based on the highest score among the three categories. Upon analysis of the 

scores, several observations can be made regarding the predicted sentiments for the given texts. For instance, 

texts such as "这本书是非常有趣的。" (This book is very interesting.) and "这个产品的质量非常好。" (The 

quality of this product is very good.) received high positive scores, leading to the prediction of positive 

sentiments. Conversely, texts like "这个电影太令人失望了。" (This movie is too disappointing.) and 

"这次旅行经历真是太糟糕了。" (This travel experience is really terrible.) received high negative scores, 
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resulting in the prediction of negative sentiments. Furthermore, some texts exhibit a mixture of sentiments, 

leading to neutral predictions. For example, "这个餐厅的食物味道很好，但服务很慢。" (The food in this 

restaurant is good, but the service is slow.) and "我喜欢这个城市的风景，但交通拥堵。" (I like the scenery 

of this city, but the traffic is congested.) received similar scores across positive, negative, and neutral categories, 

indicating a balanced sentiment. 

Table 3: Lexicon with the BERT-LLSTM-DL 

Text Positive 

Words 

Negative 

Words 

Neutral 

Words 

Predicted 

Sentiment 

“这本书是非常有趣的。” 3 0 0 Positive 

“这个电影太令人失望了。” 0 2 0 Negative 

“这个产品的质量非常好。” 2 0 0 Positive 

“我对这个服务感到非常满意。” 2 0 0 Positive 

“这次旅行经历真是太糟糕了。” 0 2 0 Negative 

“这个餐厅的食物味道很好，但服务很慢。” 1 1 0 Neutral 

“我觉得这个活动很有意思。” 2 0 0 Positive 

“这个软件的用户界面太复杂了。” 0 2 0 Negative 

“我喜欢这个城市的风景，但交通拥堵。” 1 1 0 Neutral 

“这个演员的表演非常精彩，但剧情太简单了。” 1 1 0 Neutral 

 

Table 3 presents the results of lexicon-based sentiment analysis performed in conjunction with the BERT-

LLSTM-DL model. Each row in the table corresponds to a specific text, and the columns indicate the number of 

positive, negative, and neutral words identified within the text, as well as the predicted sentiment based on these 

counts. Upon examining the table, it becomes evident that the lexicon-based approach assigns sentiment labels 

primarily based on the presence of positive and negative words within the texts. Texts such as 

"这本书是非常有趣的。" (This book is very interesting.) and "这个产品的质量非常好。" (The quality of this 

product is very good.) are labeled as positive due to the presence of positive words and the absence of negative 

ones. Conversely, texts like "这个电影太令人失望了。" (This movie is too disappointing.) and 

"这次旅行经历真是太糟糕了。" (This travel experience is really terrible.) are labeled as negative because 

they contain negative words without any positive counterparts. 

Moreover, texts with a mixture of positive and negative words, such as 

"这个餐厅的食物味道很好，但服务很慢。" (The food in this restaurant is good, but the service is slow.), are 

labeled as neutral. This labeling reflects the balanced sentiment resulting from the presence of both positive and 

negative words. 

Table 4: Classification with BERT-LLSTM-DL 

Iteration Accuracy Precision Recall F1-score 

Iteration 1 0.95 0.96 0.94 0.95 

Iteration 2 0.96 0.97 0.95 0.96 

Iteration 3 0.95 0.96 0.94 0.95 

Iteration 4 0.94 0.95 0.93 0.94 

Iteration 5 0.95 0.96 0.94 0.95 
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Figure 2: Classification with BERT-LSTM-DL 

In Figure 2 and Table 4 illustrates the classification performance metrics obtained through the BERT-LLSTM-

DL model across multiple iterations. Each row represents a specific iteration, while the columns display 

accuracy, precision, recall, and F1-score values, providing insights into the model's effectiveness in sentiment 

classification tasks. Analyzing the results, it is evident that the model consistently achieves high accuracy 

scores, with values ranging from 0.94 to 0.96 across iterations. This indicates the model's ability to correctly 

classify sentiments in Chinese literature texts with a high degree of accuracy. Moreover, precision scores 

consistently exceed 0.95, demonstrating the model's capability to minimize false positive predictions while 

accurately identifying positive, negative, and neutral sentiments. Similarly, recall scores remain consistently 

high, ranging from 0.93 to 0.95, indicating the model's effectiveness in capturing a significant proportion of true 

positive instances among all actual positive instances. Furthermore, the F1-scores consistently surpass 0.94, 

reflecting a balance between precision and recall and affirming the robustness of the model in sentiment 

classification tasks. 

The findings from the sentiment analysis conducted using the BERT-LLSTM-DL model present notable insights 

into the classification of sentiments within Chinese literature texts. Across multiple iterations, the model 

consistently demonstrated high accuracy, precision, recall, and F1-score values, indicative of its effectiveness in 

accurately categorizing sentiments as positive, negative, or neutral. The robust performance of the model 

underscores its capability to analyze and interpret complex textual data, providing valuable insights into the 

sentiments expressed within Chinese literature. Furthermore, the combination of BERT, LSTM, and deep 

learning techniques proved to be particularly advantageous, as it enabled the model to capture both semantic and 

contextual nuances inherent in the texts, leading to more accurate sentiment classifications. These findings 

highlight the potential of advanced natural language processing models in unlocking deeper insights from 

textual data, thereby facilitating a better understanding of sentiment dynamics within Chinese literature and 

potentially informing various applications such as market research, social media analysis, and opinion mining. 

6. Conclusion 

The BERT-LLSTM-DL model presented in this paper demonstrates a highly effective approach for sentiment 

analysis in Chinese literature texts. By combining advanced deep learning techniques with state-of-the-art 

language representation models like BERT and LSTM, the model achieves remarkable accuracy, precision, 

recall, and F1-score values across multiple iterations. The findings underscore the model's robustness and 

reliability in accurately categorizing sentiments as positive, negative, or neutral, thereby providing valuable 

insights into the emotional content of Chinese literature. The successful application of the model highlights its 

potential in various real-world scenarios, including market research, social media analysis, and opinion mining. 
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Furthermore, the consistent performance of the model showcases its versatility and adaptability to different 

textual datasets, further enhancing its utility in sentiment analysis tasks within the Chinese language domain. 
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