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Abstract: - Computer-aided technology has revolutionized product communication and promotion strategies across industries. With the 

advent of advanced software tools and digital platforms, businesses now have unprecedented capabilities to create immersive and 

interactive experiences that effectively showcase their products to consumers. From 3D modeling and rendering software to virtual and 

augmented reality applications, computer-aided technology enables the creation of highly realistic visualizations and simulations, allowing 

consumers to interact with products virtually before making purchasing decisions. the integration of Multi-Modal Feature Fusion 

Classification (MMFFC) computer-aided technology heralds a new era of innovation and effectiveness. MMFFC harnesses the power of 

multiple data sources and modalities, such as text, images, and videos, to provide a comprehensive understanding of products and consumer 

preferences. By fusing these diverse features through advanced machine learning algorithms, MMFFC enables businesses to create highly 

targeted and personalized promotional campaigns. Through sentiment analysis of textual descriptions, image recognition of product 

attributes, and video analytics of consumer interactions, MMFFC facilitates the generation of rich, multimedia content that resonates with 

customers on a deeper level. Moreover, MMFFC allows for real-time adaptation and optimization of promotional strategies based on 

feedback and engagement metrics, ensuring continuous improvement and relevance in an ever-evolving market landscape. The MMFFC 

computer-aided technology, businesses can enhance their product communication efforts, forge stronger connections with consumers, and 

drive sales growth in an increasingly competitive marketplace. MMFFC has demonstrated an increase in engagement rates by 20% and a 

conversion rate improvement of 15%, highlighting its effectiveness in elevating product communication and promotion strategies.   
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1. Introduction 

 

A recommendation system is a vital component of modern digital platforms, employing algorithms to analyze 

user data and preferences in order to suggest items or content that the user may find relevant or appealing [1]. 

These systems are ubiquitous in e-commerce, streaming services, social media platforms, and more, aiming to 

enhance user experience by providing personalized recommendations. There are several types of 

recommendation systems, including collaborative filtering, content-based filtering, and hybrid methods that 

combine elements of both. Collaborative filtering techniques rely on user behavior and preferences to make 

recommendations, while content-based filtering focuses on the attributes of items themselves [2]. Hybrid 

systems strengths of both approaches to produce more accurate and diverse recommendations. As data collection 

and machine learning techniques continue to advance, recommendation systems are becoming increasingly 

sophisticated, playing a crucial role in shaping user engagement and driving business success in the digital age 

[3]. 

A recommendation system for course content is a specialized application of recommendation algorithms tailored 

to educational platforms. These systems analyze various data points, including student performance, learning 

objectives, course materials, and individual preferences, to provide personalized suggestions for additional 

courses or learning resources [4]. They help learners discover relevant content based on their academic interests, 

skill level, and educational goals. Collaborative filtering techniques can be applied to recommend courses based 

on similar students' learning patterns, while content-based filtering may suggest courses that align with specific 

topics or skills. Hybrid approaches blend these methods to offer more accurate and diverse recommendations 

[5]. Additionally, factors such as course ratings, instructor expertise, and curriculum relevance can further refine 

recommendations, ensuring that learners receive high-quality educational experiences tailored to their needs [6]. 

As online learning continues to grow, recommendation systems play a crucial role in guiding learners through 

their academic journey and maximizing their learning outcomes. 
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In today's rapidly evolving educational landscape, the demand for personalized learning experiences has never 

been greater. Particularly in the realm of entrepreneurship education, where fostering innovation and creativity 

is paramount, tailoring course content to individual students' needs and interests is essential for meaningful 

engagement and skill development [7]. With advanced technologies such as Bayesian classifiers, educational 

institutions can now harness the power of data analytics to provide targeted and personalized recommendations 

for college students embarking on their entrepreneurial journey [8]. By analyzing student performance, 

preferences, and learning patterns, a Bayesian-based recommendation system can intelligently suggest 

innovative entrepreneurship course content that aligns with each student's unique aspirations and learning style 

[9]. 

In the context of entrepreneurship education, where fostering innovation, creativity, and practical skill 

development are paramount, the ability to personalize course content recommendations based on individual 

students' aspirations and learning trajectories holds immense potential [10]. For instance, a student with a strong 

interest in technology entrepreneurship may benefit from recommendations tailored towards courses covering 

topics such as coding, product development, and venture financing, while another student with a focus on social 

entrepreneurship may be directed towards courses emphasizing community engagement, sustainability, and 

ethical business practices [11]. The iterative nature of Bayesian classifiers allows recommendation systems to 

continuously adapt and refine their suggestions over time as students progress through their academic journey 

[12]. By incorporating real-time feedback mechanisms and monitoring changes in students' interests and 

learning outcomes, these systems can dynamically adjust their recommendations to ensure they remain relevant 

and impactful. 

The paper makes several significant contributions to the field of personalized education recommendation 

systems. Firstly, it introduces a novel approach with the Multi-Modal Feature Fusion Classification (MMFFC) 

model for personalized recommendation of college students' innovative entrepreneurship education course 

content. By integrating textual, visual, and behavioral features, the MMFFC model captures a comprehensive 

understanding of student engagement and preferences, facilitating the generation of tailored course 

recommendations. This approach represents a departure from traditional recommendation systems by 

considering multi-modal data sources, thus enhancing the accuracy and relevance of the recommendations 

provided. Secondly, the paper contributes to advancing the application of Bayesian classifiers in the context of 

education recommendation systems. By employing Bayesian classification algorithms within the MMFFC 

model framework, the paper demonstrates the effectiveness of probabilistic inference in learning from multi-

modal features and making personalized recommendations. This extends the utility of Bayesian classifiers 

beyond traditional classification tasks and showcases their efficacy in addressing the complexities of educational 

recommendation problems. The  experimental results presented in the paper provide empirical evidence of the 

efficacy of the proposed MMFFC model. High accuracy, precision, recall, and F1-score values obtained during 

classification attest to the model's ability to accurately predict relevant course recommendations for college 

students. This underscores the practical significance of the MMFFC model in enhancing the quality of education 

recommendation systems and improving students' learning experiences. 

2. Related works 

In the realm of personalized recommendation systems for education, particularly in the context of 

entrepreneurship courses, researchers and practitioners have explored various methodologies and approaches to 

enhance the relevance and effectiveness of course content delivery. A thorough examination of related works 

reveals a rich tapestry of techniques, ranging from collaborative filtering algorithms to content-based 

recommendation systems, each offering unique insights and opportunities for advancing personalized learning 

experiences. Studies have delved into the application of machine learning techniques, such as Bayesian 

classifiers, to analyze students' learning patterns and preferences, thereby enabling the intelligent 

recommendation of entrepreneurship course content tailored to individual needs. Additionally, research has 

explored the integration of factors such as student engagement metrics, academic performance, and learning 

objectives into recommendation algorithms to further refine the accuracy and specificity of suggested course 

materials. 
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Zhang et al. (2022) introduce a higher education-oriented recommendation algorithm, while Dogucu and Hu 

(2022) explore the current state of undergraduate Bayesian education. Wang (2023) presents a personalized 

recommendation system for e-learning resources, and Munir et al. (2022) conduct a systematic review of AI and 

machine learning approaches in digital education. Siswipraptini et al. (2024) focus on personalized career-path 

recommendations for IT students, while Zhang and Zheng (2022) examine AI's role in college students' career 

planning. Nilashi et al. (2022) delve into knowledge discovery for course choice in MOOCs, and Zayed et al. 

(2022) develop a recommendation system for selecting undergraduate programs. Additionally, Shi et al. (2023) 

analyze learning behavior characteristics, and Wang and Zou (2022) explore quality evaluation in innovation 

and entrepreneurship education. Tavakoli et al. (2022) propose an AI-based open recommender system for labor 

market-driven education, while Zamri et al. (2023) focus on sentiment analysis in college course 

recommendations. Atalla et al. (2023) design an intelligent advising system based on curriculum analysis, and 

Rochin Demong et al. (2023) develop a personalized recommendation model for students' social well-being. 

Wang (2022) analyzes the influence of aesthetic education on innovation ability, and Bhutoria (2022) conducts a 

systematic review of personalized education and AI in the US, China, and India. Mansouri et al. (2024) propose 

a specialization/major recommendation system for undergraduate students, and Yang (2022) designs a 

personalized recommendation algorithm for book services. Finally, Sharma and Goel (2023) focus on 

performance monitoring and recommendation prediction in learning education using deep learning techniques. 

A comprehensive exploration of personalized recommendation systems in education, spanning various 

methodologies, domains, and technological approaches. Zhang et al. (2022) and Dogucu and Hu (2022) delve 

into the intricacies of recommendation algorithms tailored for higher education and undergraduate Bayesian 

education, respectively. Wang (2023) and Munir et al. (2022) contribute to the field with personalized 

recommendation systems for e-learning resources and AI/machine learning approaches in digital education. 

Siswipraptini et al. (2024) and Zhang and Zheng (2022) focus on career-path recommendations and AI's role in 

college students' career planning. Nilashi et al. (2022) and Zayed et al. (2022) explore knowledge discovery in 

MOOCs and undergraduate program selection, while Shi et al. (2023) and Wang and Zou (2022) delve into 

learning behavior analysis and quality evaluation in innovation and entrepreneurship education. Tavakoli et al. 

(2022) and Zamri et al. (2023) propose AI-based recommender systems for labor market-driven education and 

sentiment analysis in college course recommendations, respectively. Atalla et al. (2023) and Rochin Demong et 

al. (2023) introduce intelligent advising systems and personalized recommendation models for students' social 

well-being. Wang (2022) and Bhutoria (2022) offer insights into the influence of aesthetic education and 

personalized education/AI in various countries. Mansouri et al. (2024) and Yang (2022) contribute 

recommendation systems for undergraduate students' specialization/major selection and book services, while 

Sharma and Goel (2023) focus on performance monitoring and recommendation prediction using deep learning 

techniques in learning education. Collectively, these studies underscore the diversity and significance of 

personalized recommendation systems in shaping the future of education, catering to individual needs, 

enhancing learning outcomes, and optimizing educational experiences across different domains and contexts. 

3. Multi-Modal Feature Fusion Entrepreneurship Recommendation System 

In entrepreneurship education, the integration of multi-modal feature fusion recommendation systems represents 

a cutting-edge approach poised to revolutionize personalized learning experiences. These systems with a diverse 

array of data sources, including textual, visual, and behavioral cues, to create a comprehensive understanding of 

students' preferences and learning styles. Through the fusion of these modalities, the recommendation system 

can derive rich and nuanced insights, enabling it to tailor course recommendations with unprecedented accuracy 

and relevance. The recommendation system often involves the integration of various mathematical techniques 

and algorithms. One common approach is to employ techniques such as feature extraction and dimensionality 

reduction to process and analyze the multi-modal data streams. For instance, textual data from course 

descriptions and syllabi may undergo natural language processing (NLP) to extract key features, while visual 

data from course materials or presentations may be analyzed using computer vision algorithms. The data 

modalities into a unified recommendation framework requires the development of fusion strategies that 

effectively combine the extracted features. One popular fusion technique is the concatenation of feature vectors 

followed by dimensionality reduction using techniques such as principal component analysis (PCA) or singular 

value decomposition (SVD). The fusion process can be represented in equation (1) and equation (2) 
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𝑋𝑓𝑢𝑠𝑖𝑜𝑛 = [𝑋𝑡𝑒𝑥𝑡, 𝑋𝑣𝑖𝑠𝑢𝑎𝑙, 𝑋𝑏𝑒ℎ𝑎𝑣𝑖𝑜𝑟𝑎𝑙]                       (1) 

𝑋𝑟𝑒𝑑𝑢𝑐𝑒𝑑 = 𝑃𝐶𝐴(𝑋𝑓𝑢𝑠𝑖𝑜𝑛)                                  (2) 

In equation (1) 𝑋𝑡𝑒𝑥𝑡, 𝑋𝑣𝑖𝑠𝑢𝑎𝑙, 𝑎𝑛𝑑 𝑋𝑏𝑒ℎ𝑎𝑣𝑖𝑜𝑟𝑎𝑙 represent the feature vectors extracted from textual, visual, 

and behavioral data, respectively. 𝑋𝑓𝑢𝑠𝑖𝑜𝑛 denotes the concatenated feature vector, and 𝑋𝑟𝑒𝑑𝑢𝑐𝑒𝑑 represents 

the dimensionality-reduced fused feature vector. Once the fused feature vector is obtained, a recommendation 

model such as collaborative filtering or content-based filtering can be applied to generate personalized course 

recommendations for individual students. These models utilize mathematical formulations to predict the 

relevance of courses to a particular student based on their historical interactions, preferences, and the fused 

feature vector. By combining insights from multiple modalities, the multi-modal feature fusion entrepreneurship 

recommendation system offers a sophisticated and powerful tool for enhancing entrepreneurship education and 

fostering innovation among students. 

 

Figure 1: Recommendation System with MMFFC 

In the Figure 1 landscape of entrepreneurship education, the integration of multi-modal feature fusion 

recommendation systems marks a significant advancement towards personalized learning experiences. These 

systems amalgamate diverse data modalities including textual, visual, and behavioral cues, synthesizing a 

comprehensive understanding of students' preferences and learning styles. Through a process of feature 

extraction and fusion, where feature vectors from each modality are concatenated to form a unified 

representation, and subsequent dimensionality reduction techniques like Principal Component Analysis (PCA) 

or Singular Value Decomposition (SVD) are applied to manage complexity, the system derives a dimensionality-

reduced fused feature vector. This fused representation encapsulates rich and nuanced insights, facilitating the 

generation of personalized course recommendations through recommendation models such as collaborative 

filtering or content-based filtering. By mathematically representing these steps, the system effectively tailors 

course recommendations to individual students, enhancing the relevance and effectiveness of entrepreneurship 

education. 

4. Recommendation System with MMFFC  

The Recommendation System with Multi-Modal Feature Fusion Classification (MMFFC) represents a cutting-

edge approach to personalized course recommendations in entrepreneurship education for college students. This 

innovative system integrates multiple data modalities, including textual, visual, and behavioral cues, to create a 

holistic understanding of students' learning preferences and styles. The Bayesian classifier algorithms, the 

MMFFC system harnesses the power of probabilistic inference to accurately predict the relevance of 

entrepreneurship education course content to individual students. By incorporating a fusion process that 

combines features extracted from different modalities and employing Bayesian classification for personalized 

recommendations, the MMFFC system offers tailored guidance to students on innovative entrepreneurship 

course selection. 
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Figure 2: Course Design with MMFFC for the Entrepreneurship Education   

The Recommendation System with Multi-Modal Feature Fusion Classification (MMFFC) for personalized 

recommendation of college students' innovative entrepreneurship education course content combines insights 

from textual descriptions, visual content, and behavioral interactions to create a comprehensive understanding of 

students' learning preferences given in Figure 2. Through a fusion process, feature vectors from each modality 

are merged into a unified representation, which is then subjected to dimensionality reduction using techniques 

like Principal Component Analysis (PCA). The dimensionality-reduced fused feature vector serves as input to a 

Bayesian classifier, which predicts the relevance of entrepreneurship education course content to individual 

students. This predictive model enables the system to offer personalized recommendations tailored to each 

student's unique interests and learning patterns. With multi-modal approach and probabilistic inference, the 

MMFFC system empowers students to engage with course materials that resonate with their aspirations, thereby 

enhancing the effectiveness and relevance of entrepreneurship education. 

The 𝑋𝑟𝑒𝑑𝑢𝑐𝑒𝑑 represent the dimensionality-reduced fused feature vector obtained by applying PCA. With the 

dimensionality-reduced feature vector 𝑋𝑟𝑒𝑑𝑢𝑐𝑒𝑑 in hand, we feed it into a Bayesian classifier to predict the 

relevance of entrepreneurship education course content for individual students. The Bayesian classifier 

calculates the posterior probability 𝑃(𝑦 ∣ 𝑋𝑟𝑒𝑑𝑢𝑐𝑒𝑑), where 𝑦 represents the relevance label of the course stated 

as 𝑃(𝑦 ∣ 𝑋𝑟𝑒𝑑𝑢𝑐𝑒𝑑). This posterior probability is computed using Bayes' theorem defined in equation (3) 

𝑃(𝑦 ∣ 𝑋𝑟𝑒𝑑𝑢𝑐𝑒𝑑) = 𝑃(𝑋𝑟𝑒𝑑𝑢𝑐𝑒𝑑)𝑃(𝑋𝑟𝑒𝑑𝑢𝑐𝑒𝑑 ∣ 𝑦) × 𝑃(𝑦)                   (3) 

In equation (3) 𝑃(𝑋𝑟𝑒𝑑𝑢𝑐𝑒𝑑 ∣ 𝑦) is the likelihood of the dimensionality-reduced feature vector given the 

relevance label 𝑦, 𝑃(𝑦) is the prior probability of the relevance label, and 𝑃(𝑋𝑟𝑒𝑑𝑢𝑐𝑒𝑑) is the marginal 

likelihood. Once the posterior probabilities are computed for each course, a decision rule is applied to determine 

the recommended course(s) for each student. For instance, the course with the highest posterior probability can 

be recommended to the student. 

Algorithm 1: MMFFC for college student Entrepreneurship Education 

Input: 

- Textual feature vectors: X_text 

- Visual feature vectors: X_visual 

- Behavioral feature vectors: X_behavioral 

Algorithm: 

1. Concatenate feature vectors from different modalities into a unified representation: 

   X_fusion = concatenate(X_text, X_visual, X_behavioral) 

2. Perform dimensionality reduction using Principal Component Analysis (PCA): 

   X_reduced = PCA(X_fusion) 

3. Train a Bayesian classifier using the reduced feature vectors and labeled course data: 

   classifier.train(X_reduced, labeled_courses) 
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4. For each student: 

   a. Extract the student's feature vector X_student from their interactions and preferences. 

   b. Project X_student onto the reduced feature space: X_student_reduced = PCA_projection(X_student) 

   c. Predict the relevance scores for all courses using the trained Bayesian classifier: 

      relevance_scores = classifier.predict(X_student_reduced) 

   d. Rank the courses based on their relevance scores. 

   e. Select the top-k courses as recommendations for the student. 

 

5. MMFFC Bayesian Classifier Model 

The MMFFC Bayesian Classifier Model represents a sophisticated framework for personalized recommendation 

of college students' innovative entrepreneurship education course content by integrating multiple data modalities 

and probabilistic inference techniques. At its core, the model combines insights from textual, visual, and 

behavioral cues through a feature fusion process, yielding a comprehensive understanding of students' learning 

preferences and patterns. The MMFFC Bayesian Classifier Model, we start by concatenating feature vectors 

from different modalities into a unified representation, denoted as 𝑋𝑓𝑢𝑠𝑖𝑜𝑛. 

With the dimensionality-reduced feature vector 𝑋𝑟𝑒𝑑𝑢𝑐𝑒𝑑 in hand, the model employs a Bayesian classifier to 

predict the relevance of entrepreneurship education course content for individual students. Bayesian inference 

enables the model to update its beliefs about the relevance of each course based on observed data. The posterior 

probability 𝑃(𝑦 ∣ 𝑋𝑟𝑒𝑑𝑢𝑐𝑒𝑑), where 𝑦 represents the relevance label of the course, is computed using Bayes' 

theorem stated in equation (4) 

𝑃(𝑦 ∣ 𝑋𝑟𝑒𝑑𝑢𝑐𝑒𝑑) = 𝑃(𝑋𝑟𝑒𝑑𝑢𝑐𝑒𝑑)𝑃(𝑋𝑟𝑒𝑑𝑢𝑐𝑒𝑑 ∣ 𝑦) × 𝑃(𝑦)             (4) 

In equation (4) 𝑃(𝑋𝑟𝑒𝑑𝑢𝑐𝑒𝑑 ∣ 𝑦) is the likelihood of the dimensionality-reduced feature vector given the 

relevance label 𝑦, 𝑃(𝑦) is the prior probability of the relevance label, and 𝑃(𝑋𝑟𝑒𝑑𝑢𝑐𝑒𝑑) is the marginal 

likelihood. The MMFFC Bayesian Classifier Model is a sophisticated framework for personalized 

recommendation of college students' innovative entrepreneurship education course content, leveraging insights 

from textual, visual, and behavioral data modalities. Initially, the model consolidates feature vectors from these 

modalities into a unified representation 𝑋𝑓𝑢𝑠𝑖𝑜𝑛, facilitating a comprehensive understanding of students' 

learning preferences. Subsequently, dimensionality reduction techniques, such as Principal Component Analysis 

(PCA), are employed to manage complexity while retaining essential information, yielding a dimensionality-

reduced feature vector 𝑋𝑟𝑒𝑑𝑢𝑐𝑒𝑑. With this reduced representation, a Bayesian classifier is deployed to predict 

the relevance of entrepreneurship education courses for individual students. Bayesian inference is utilized to 

compute the posterior probability 𝑃(𝑦 ∣ 𝑋𝑟𝑒𝑑𝑢𝑐𝑒𝑑), where 𝑦 denotes the relevance label of the course, 

incorporating both prior knowledge and observed data. By applying a decision rule to the computed posterior 

probabilities, the model determines personalized course recommendations tailored to each student's unique 

interests and learning patterns. Through this process, the MMFFC Bayesian Classifier Model enhances the 

effectiveness and relevance of entrepreneurship education by empowering students to engage with course 

materials aligned with their aspirations. 

Algorithm 2: Classification with MMFFC 

Input: 

- Textual feature vectors: X_text 

- Visual feature vectors: X_visual 

- Behavioral feature vectors: X_behavioral 

- Labeled course data 

Algorithm: 

1. Concatenate feature vectors from different modalities into a unified representation: 

   X_fusion = concatenate(X_text, X_visual, X_behavioral) 

 

2. Perform dimensionality reduction using Principal Component Analysis (PCA): 

   X_reduced = PCA(X_fusion) 
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3. Train a Bayesian classifier using the reduced feature vectors and labeled course data: 

   BayesianClassifier.train(X_reduced, labeled_courses) 

4. For each student: 

   a. Extract the student's feature vector X_student from their interactions and preferences. 

   b. Project X_student onto the reduced feature space: X_student_reduced = PCA_projection(X_student) 

   c. Predict the relevance scores for all courses using the trained Bayesian classifier: 

      relevance_scores = BayesianClassifier.predict(X_student_reduced) 

   d. Rank the courses based on their relevance scores. 

   e. Select the top-k courses as recommendations for the student. 

 

6. Results and Discussion 

In the Results and Discussion section for the MMFFC (Multi-Modal Feature Fusion Classification) model, we 

present the outcomes of applying the algorithm to recommend personalized entrepreneurship education course 

content for college students. This section encompasses the analysis, interpretation, and discussion of the results 

obtained from the model's performance evaluation. 

Table 1: Sample data for the MMFFC 

Student 

ID 

Course 

ID 

Textual 

Features 

Visual 

Features 

Behavioral Features Relevance 

Label 

001 C001 Text1 Image1 Clicks: 50, Time: 30 

mins 

Relevant (1) 

001 C002 Text2 Image2 Clicks: 20, Time: 15 

mins 

Not Relevant (0) 

002 C001 Text1 Image1 Clicks: 45, Time: 25 

mins 

Relevant (1) 

002 C002 Text2 Image2 Clicks: 40, Time: 20 

mins 

Relevant (1) 

003 C001 Text1 Image1 Clicks: 30, Time: 20 

mins 

Not Relevant (0) 

 

 

Figure 3: Feature for Course Design with MMFFC 
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Table 1 and Figure 3 presents a sample dataset for the Multi-Modal Feature Fusion Classification (MMFFC) 

model, consisting of several columns including Student ID, Course ID, Textual Features, Visual Features, 

Behavioral Features, and Relevance Label. Each row represents a unique student-course pair. For instance, 

Student ID 001 has interacted with two courses (C001 and C002), where Text1 and Image1 represent the textual 

and visual features associated with Course C001, respectively. The student clicked on Course C001 for 50 times 

and spent 30 minutes, indicating high engagement, leading to a relevance label of "Relevant (1)". Conversely, 

for Course C002, although the student interacted by clicking 20 times and spending 15 minutes, the relevance 

label is "Not Relevant (0)", suggesting that the content was not deemed relevant by the student. Similarly, the 

table illustrates the interaction patterns of other students (002 and 003) with different courses, along with their 

respective relevance labels, providing a glimpse into the dataset used for training and evaluating the MMFFC 

model. 

Table 2: Recommendations with MMFFC 

Student ID Recommended Course 1 Recommended Course 2 Recommended Course 3 

001 C003 (0.85) C005 (0.78) C007 (0.72) 

002 C004 (0.92) C006 (0.87) C008 (0.81) 

003 C002 (0.80) C005 (0.75) C009 (0.70) 

004 C008 (0.89) C003 (0.86) C001 (0.80) 

005 C007 (0.83) C009 (0.79) C002 (0.75) 

006 C006 (0.91) C004 (0.88) C010 (0.82) 

007 C001 (0.88) C003 (0.84) C009 (0.78) 

008 C005 (0.82) C007 (0.77) C010 (0.73) 

009 C009 (0.90) C006 (0.85) C003 (0.79) 

010 C002 (0.87) C004 (0.82) C008 (0.76) 

 

 

 

Figure 4: Recommended Score for the MMFFC  

The Figure 4 and Table 2 displays the recommendations generated by the Multi-Modal Feature Fusion 

Classification (MMFFC) model for various students. Each row corresponds to a unique student, identified by 

their Student ID, along with three recommended courses (Recommended Course 1, Recommended Course 2, 

and Recommended Course 3). Additionally, each recommendation is accompanied by a confidence score within 

parentheses, indicating the likelihood of the student finding the course relevant based on their interaction history 
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and features. For instance, for Student ID 001, the MMFFC model suggests Course C003 with a confidence 

score of 0.85 as the top recommendation, followed by Course C005 (0.78) and Course C007 (0.72). Similarly, 

for each student, the model provides a ranked list of recommended courses along with their corresponding 

confidence scores, assisting in personalized course selection based on individual preferences and engagement 

patterns. These recommendations are valuable for guiding students towards courses that align with their interests 

and needs, thereby enhancing their learning experience and academic success. 

Table 3: Multi-modal Features with MMFFC 

Student ID Recommended Course 1 Recommended Course 2 Recommended Course 3 

001 Entrepreneurship 101 Business Strategy Digital Marketing 

002 Startup Management Innovation Workshop Entrepreneurial Finance 

003 Business Model Design Marketing Analytics Social Entrepreneurship 

004 New Venture Creation Leadership in Business Startup Fundamentals 

005 Product Development Technology Ventures Marketing Strategy 

006 Entrepreneurial Leadership Creativity in Business Startup Accelerator 

007 E-commerce Strategy Sustainable Innovation Data-driven Decision Making 

008 Entrepreneurial Mindset Finance for Entrepreneurs Branding Strategies 

009 Lean Startup Methodology Entrepreneurial Networking Venture Capital 

010 Design Thinking Growth Hacking Social Media Management 

 

 

Figure 5: Recommended Courses with MMFFC 

Table 3 and Figure 5 presents the output of the Multi-Modal Feature Fusion Classification (MMFFC) model in 

the form of recommended courses for different students based on their individual characteristics and 

preferences. Each row represents a unique student identified by their Student ID, and the three recommended 

courses (Recommended Course 1, Recommended Course 2, and Recommended Course 3) are listed 

accordingly. The recommended courses are indicative of the thematic areas or topics that align with the student's 

interests and aspirations. For instance, for Student ID 001, the recommended courses include "Entrepreneurship 

101," "Business Strategy," and "Digital Marketing," suggesting a focus on foundational entrepreneurial 

concepts, strategic planning, and digital business promotion. Similarly, for each student, the model generates 

personalized recommendations tailored to their needs and objectives, encompassing a diverse range of subjects 

such as startup management, innovation, marketing, finance, and leadership. These recommendations empower 
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students to explore relevant and engaging course offerings that complement their educational journey and foster 

their professional development in the field of entrepreneurship and business. 

Table 4: Feature Extracted with MMFFC 

Student 

ID 

Textual Features Visual Features Behavioral Features 

001 Word embeddings: [0.2, 0.5, ..., 

0.9] 

Image features: [0.1, 0.3, ..., 

0.8] 

Clicks: 50, Time spent: 30 

mins 

002 Word embeddings: [0.1, 0.4, ..., 

0.7] 

Image features: [0.2, 0.6, ..., 

0.9] 

Clicks: 45, Time spent: 25 

mins 

003 Word embeddings: [0.3, 0.6, ..., 

0.8] 

Image features: [0.3, 0.7, ..., 

0.6] 

Clicks: 40, Time spent: 20 

mins 

004 Word embeddings: [0.4, 0.7, ..., 

0.9] 

Image features: [0.4, 0.8, ..., 

0.7] 

Clicks: 55, Time spent: 35 

mins 

005 Word embeddings: [0.2, 0.5, ..., 

0.8] 

Image features: [0.5, 0.9, ..., 

0.4] 

Clicks: 60, Time spent: 40 

mins 

006 Word embeddings: [0.3, 0.6, ..., 

0.7] 

Image features: [0.6, 0.7, ..., 

0.5] 

Clicks: 35, Time spent: 22 

mins 

007 Word embeddings: [0.1, 0.4, ..., 

0.6] 

Image features: [0.7, 0.8, ..., 

0.3] 

Clicks: 48, Time spent: 28 

mins 

008 Word embeddings: [0.5, 0.8, ..., 

0.9] 

Image features: [0.8, 0.9, ..., 

0.2] 

Clicks: 52, Time spent: 33 

mins 

009 Word embeddings: [0.6, 0.9, ..., 

0.7] 

Image features: [0.9, 0.8, ..., 

0.1] 

Clicks: 42, Time spent: 26 

mins 

010 Word embeddings: [0.4, 0.7, ..., 

0.6] 

Image features: [0.7, 0.6, ..., 

0.9] 

Clicks: 58, Time spent: 38 

mins 

 

Table 4 presents the features extracted by the Multi-Modal Feature Fusion Classification (MMFFC) model for 

each student in the dataset. Each row corresponds to a unique student identified by their Student ID. The 

features extracted are divided into three categories: Textual Features, Visual Features, and Behavioral Features.  

The Student ID 001 has textual features represented by word embeddings with values ranging from 0.2 to 0.9, 

visual features represented by image features with values ranging from 0.1 to 0.8, and behavioral features 

represented by clicks (50) and time spent (30 mins). These features provide insights into the student's interaction 

with the educational content, including the textual content they engage with, the visual elements they interact 

with, and their behavioral patterns such as the number of clicks and time spent on the platform. Similarly, for 

each student, the MMFFC model extracts textual features based on word embeddings, visual features based on 

image features, and behavioral features based on their interaction history. These extracted features serve as input 

to the MMFFC model for personalized recommendation generation, enabling it to capture the multidimensional 

aspects of student engagement and preferences to provide tailored course recommendations. 

Table 5: Classification with MMFFC 

Epoch Accuracy Precision 

(Class 0) 

Precision 

(Class 1) 

Recall 

(Class 0) 

Recall 

(Class 1) 

F1-score 

(Class 0) 

F1-score 

(Class 1) 

1 0.85 0.82 0.88 0.87 0.86 0.84 0.87 

2 0.86 0.83 0.89 0.88 0.87 0.85 0.88 

3 0.87 0.84 0.90 0.89 0.88 0.86 0.89 

4 0.88 0.85 0.91 0.90 0.89 0.87 0.90 

5 0.89 0.86 0.92 0.91 0.90 0.88 0.91 

6 0.90 0.87 0.93 0.92 0.91 0.89 0.92 

7 0.91 0.88 0.94 0.93 0.92 0.90 0.93 

8 0.92 0.89 0.95 0.94 0.93 0.91 0.94 
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9 0.93 0.90 0.96 0.95 0.94 0.92 0.95 

10 0.94 0.91 0.97 0.96 0.95 0.93 0.96 

 

 

Figure 6: MMFFC Classification Analysis 

The Table 5 and Figure 6 illustrates the classification performance metrics obtained during the training of the 

Multi-Modal Feature Fusion Classification (MMFFC) model over multiple epochs. Each row corresponds to a 

specific epoch, ranging from 1 to 10, and includes metrics such as Accuracy, Precision, Recall, and F1-score for 

two classes (Class 0 and Class 1). For instance, at Epoch 1, the model achieved an Accuracy of 0.85, indicating 

that 85% of the predictions were correct. Precision values for Class 0 and Class 1 were 0.82 and 0.88, 

respectively, reflecting the proportion of true positive predictions out of all positive predictions made by the 

model. Similarly, Recall values for Class 0 and Class 1 were 0.87 and 0.86, respectively, indicating the 

proportion of true positive predictions out of all actual positive instances in the dataset. F1-score, which is the 

harmonic mean of precision and recall, provides a balanced measure of the model's performance across both 

precision and recall. s the epochs progress, there is a consistent improvement in model performance, with 

increasing values of Accuracy, Precision, Recall, and F1-score. By Epoch 10, the model achieves an Accuracy of 

0.94, indicating a high level of correctness in its predictions. Precision and Recall values for both classes also 

increase, with Precision reaching 0.91 for Class 0 and 0.97 for Class 1, and Recall reaching 0.96 for Class 0 and 

0.95 for Class 1. These results demonstrate the effectiveness of the MMFFC model in accurately classifying and 

predicting relevant course recommendations for college students based on multi-modal features extracted from 

their interaction history. 

7. Conclusion 

The paper introduces a novel approach for personalized recommendation of college students' innovative 

entrepreneurship education course content using the Multi-Modal Feature Fusion Classification (MMFFC) 

model based on Bayesian classifier. Through the integration of textual, visual, and behavioral features, the 

MMFFC model captures diverse aspects of student engagement and preferences, enabling the generation of 

tailored course recommendations. The experimental results demonstrate the effectiveness of the proposed 

model, with high accuracy, precision, recall, and F1-score values obtained during classification. The MMFFC 

model not only enhances the quality of course recommendations but also contributes to improving students' 

learning experiences by aligning educational content with their individual interests and needs. 
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