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Abstract: - The unfolding usage of mobile users inclusive of both 4G and 5G creates huge accumulation of data in cellular network. The 

network service providers need to ensure proper management of resource in terms of uninterrupted service with cost-effectiveness. The 

detection of cellular traffic and Short Message Service (SMS) spammers is very challenging. In this paper a novel method is proposed to 

analyse and detect the traffic anomalies and SMS spammers. To achieve this, Call Detail Record (CDR) issued by service provider is used. 

The CDR is pre-processed to convert into machine understandable format using mean-normalization technique. K-means clustering elbow 

method proves to be the best tool in identifying the traffic clusters in the network that detects both high and low traffic in the network. The 

novelty of the proposed work is the detection of low traffic clusters which usually is misled as sleeping cell or cell outage. The paper also 

presents a model designed to predict whether the message is spam SMS or ham SMS. The proposed model is suitable to run different 

classifiers like Logistic Regression, Multi nominal Naive Bayes, Support Vector Machine (SVM), Random Forest Classifier. The model 

gives the highest accuracy rate of 98.277% with SVM in detecting SMS spam. 

Keywords: Call Detail Record, machine learning, cellular network, K-means clustering, elbow method. 

I.  INTRODUCTION  

With the growing population of cell phone users and advent of smart technologies there is a huge accumulation of 

data in the cellular network. The timely and effective analysis of this huge data is very much necessary for the 

network resource management and for better customer service. The details of this big data are available in the 

cellular network department which is known as Call Detail Record (CDR) and is used by only the internal operators 

for the required analysis. The CDR includes all the transaction details of the events occurring in the cellular network. 

The events recorded in the CDR are incoming calls, outgoing calls, incoming SMS, outgoing SMS and internet 

activity. The beginning and the end of every event is time stamped in the CDR. 

The formal purpose for any cellular network is to provide wireless telephone and internet services to the customers 

with good coverage and better cost. It does not aim to detect cellular phones. However, the huge data accumulated 

in the cellular network can be used to detect the location of the cell phone users when required [1]. For the proper 

analysis of the CDR substantial volume of data must be gathered in the network including the location details [2]. 

The objective of CDR analysis is to account every activity of the customer which is generated by the cellular 

network and ensure non interrupted service [3]. The challenging part is transfer and storage of the CDR in the 

cellular network and communication service providers centers [4]. Prior to any analysis of CDR, the raw form of it 

has to be converted into processed or machine understandable form [5]. This is called pre-processing which is a 

vital step in the big data analytics. While pre-processing, the attributes of CDR must be considered. They are 

volume, velocity, variety and value [6].  

  Once when the data is ready in a processed form any required analysis can be performed. The analysis could be 

the detection of traffic activities, SMS spammers, fault detection etc. This is essential for the better network 

performance to improve the capacity and reliability nevertheless the availability of bandwidth. The analysis is also 

important to decrease the latency and the network failures [7].  

  Analysis of the processed CDR data with the suitable application of machine learning tool gives better outcomes 

with the less human intervention. However, it is important to know about the machine learning tools and methods 
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before applying to the CDR data. As per the requirement of the analysis the suitable tool can be chosen to get the 

expected results. Hence it is preferred to understand about the machine learning and its application to 

communication networks.  

  Machine learning is an approach of replacing base knowledge acquisition by using many examples of required 

behavior to train the designed algorithm. The algorithm should perform well with the selected machine learning 

tool matching the data to be analyzed. The three main categories of machine learning methods are supervised, 

unsupervised and reinforcement learning. Supervised machine learning consists of labelled input data sets with 

output mapping to train the algorithm to get the desired output. Unsupervised machine learning has only unlabeled 

input data sets without mapping of desired output sets. Reinforcement learning is between supervised and 

unsupervised learning. In supervised learning there are many tools like Naive Bayes, Linear Regression, Logistic 

Regression, Random Forest, Support Vector Machine (SVM) etc. Unsupervised learning has tools like Principal 

Component Analysis (PCA), Independent Component Analysis (ICA) and K-means clustering [8]. 

  However, considering the problem of traffic analysis in the cellular network an unsupervised K-means clustering 

elbow technique is proposed to identify the high and low traffic cluster. Also, a model suitable to run different 

classifiers is proposed to classify spam and non-spam messages. The paper is organized in the following fashion. 

Section II gives related works, section III explains the methodology to detect traffic anomalies and SMS spammers, 

Analysis with results is discussed in section IV and the paper is concluded with future work in section V. 

II. RELATED WORKS 

  Md Salik Parwez et al. [9] recommended that the pre-processed data must be the combined events including calls, 

SMS etc. It also includes the time stamp at every grid. 

  Bilal Hussain et al. [10] proposed an approach of data pre-processing with the removal of irrelevant parameters. 

The empty fields in the CDR data are filled. The events that occurred in the network are summed up and transformed 

into machine understandable form. 

  Ramin Sharif et al. [11] proposed that pre-processing using Horton works sandbox. All the empty fields are set to 

zero and all the CDR events are totaled into one single event. Also, the time stamps are summed to 60 minutes for 

better memory and processing power. 

  Kashif Sultan et al. [12] stated that data has to be pre-processed to remove irregularities, misleading patterns and 

noise which makes the data ready for further analysis.  

  Pekka Kumpulainen et al. [13] have used unsupervised methods for the discretization of the two types of variables 

in the telecommunication network. The technique suggested is amplitude distribution of the data variables.   

  Anish Nediyanchath et al. [14] proposed SARIMA model which is a seasonal ARIMA (Auto Regressive Integrated 

Moving Average) model to detect the anomalies which supports seasonality.  

  Zhang C et al. [15] conducted experiments on cellular data set to design multi-scale convolutional recurrent 

encoder decoder network for obtaining correct window size for the detection of anomaly intensity.  

  Kashif Sultan et al. [16] have mentioned that information in the CDRs of cellular networks gives the details of 

operational efficiency and behavioral patterns of mobile subscribers. Spatiotemporal analysis is used to bring out 

the customers behavior markings in the network. The work proves that the real network traffic patterns can be 

detected and classified using a model based on machine learning technique.  

  Yaohua Sun et al. [17] have stated that there are many open issues yet to be resolved in the cellular network with 

the application of machine learning tools. The areas which need rigorous research are network resource 

management and mobility management.  

  Serkan Balli et al. [18] proposed a content-based classification solution to prevent spam SMS. The method filters 

out the unwanted message and uses Word2vec neural network to predict neighboring words. 
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  Dea Delvia Arifin et al. [19] recommended SMS spam filtering performance by combining two of data mining 

task association and classification. FP-growth is used for mining frequent pattern on SMS. 

  Jialin Ma et al. [20] proposed a Message Topic Model (MTM) for SMS spam filtering. It addresses sparsity 

problem in SMS classification and symbol semantics is taken into account. 

  Nan Jiang et al. [21] have designed an algorithm to detect related spam numbers. It identifies additional spam 

numbers with similar SMS patterns during the same time period and same network location. 

III. METHODOLOGY 

The huge accumulation of data in the cellular network has to be analyzed for proper network resource management. 

With reference to this, a method is proposed to analyze the traffic anomalies in the network and identify the SMS 

spammers. Hence the proposed work is presented in two parts which are explained in upcoming sections A and B 

in detail. In the first section A, a technique is proposed to detect traffic anomalies in the network using K-means 

clustering elbow method and in the second section B, a model is proposed suitable to run different classifiers to 

identify SMS spammers. 

A. Detection of traffic anomalies using K-means clustering elbow method 

Initially the data set need to be preprocessed to make it ready for further required analysis. Call Detail Record 

(CDR) is the set of the mobile users’ details produced by the cellular network operator. The CDR issued by 

Telecom, Italia in Milan, Trentino is used in the work here. The grid type CDR data is of the area of Milan grid and 

Trentino grid of 1000 squares and 6575 squares respectively, each with an area of about 235 square meters [6]. The 

CDR data set contains 8 numerical features. They are call in activity, call out activity, SMS in activity, SMS out 

activity, Internet traffic activity, square grid ID, country code, time stamp information. 

  There are many challenges to be considered in pre-processing the big data. The CDR data collected generally have 

few partially filled fields and unwanted noise. It includes irrelevant personal information. This has to be removed 

by data cleaning and pre-processing [22]. Once the unwanted data is removed, the accuracy and the reliability will 

be improved [23]. 

  There are few fundamental steps which must be accommodated in pre-processing the CDR data. It is not 

compulsory to implement all the steps while pre-processing. However, as per the requirement the steps can be 

chosen [24].  

The primary steps are: 

1) Quality testing of the CDR data set 

In this step the CDR data is checked for human errors like missing values and irrelevant values. For instance, 

irrelevant entries of values in the wrong address fields. The quality testing must assure the removal of such human 

errors. 

2) Grouping of similar characteristic features in the CDR data set 

This step helps in the better accounting of features in timely manner with less complexity. It requires very smaller 

memory and hence the processing time decreases.  

3) Sampling of the CDR data set 

Sampling of the CDR data set is very important step in pre-processing. The sample to be chosen should be 

illustrative of the entire data set. The sample must have all the characteristics of the whole data set while considering 

cost, memory and time. The popular sampling method used in pre-processing is random sampling [25]. 

Computational time and cost factors to be examined in the sampling process [26]. Sampling algorithm must be 

designed to extract the training set and calculate the important variables [27], [28].  

4) Feature reduction of the CDR data set 
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It is the effective step in the pre-processing to check for the features to be retained and removed in the CDR data 

set. It helps in the removal of noise factors and provides finer visualization of the CDR data set for future analysis 

with less complexity. Feature reduction is emanated from Rough Set Theory. The features are reduced using Quick 

reduct [29].  

5) Encoding of the CDR data set 

This is the final step where in features of the CDR data set are to be converted into machine understandable form 

while not hampering the originality. Encoding enables us to understand the features in the data sets and the trade-

offs required practically [30]. 

  Depending on the relationship among the variables there are two categories of encoding. They are nominal 

encoding and ordinal encoding. When the variables are independent of each other then it is nominal encoding. When 

the variables are dependent on each other then it is ordinal encoding. 

  After preprocessing, the data set is ready for the further analysis. The analysis includes the detection of traffic 

patterns in the cellular network. K – means clustering is a popular unsupervised technique to recognize patterns. 

The algorithm finds optimal number   of clusters in the data sets without any initialization and selection of 

parameters [31]. It has many types of methods to cluster the data points. However, the suitable method of clustering 

to be chosen according to the requirement of the problem and the data sets.  

  K-means clustering algorithm considers all the data points in the data sets with same priority. To reduce the feature 

components, entropy method is used. The entropy K-means clustering technique requires a smaller number of 

computations [32].  

  In the case when the target points are unknown, elbow method is considered. This method finds correct number 

of clusters [33]. It calculates distortion or inertia value for visualizing the data before clustering. 

  K-means clustering algorithm can also be accomplished in a semi – supervised way where finite number of 

dynamic changes are available. This method ensembles the semi – supervised cluster and reworks only on the 

consistencies of the clustering. It reduces the computational complexity and saves time [34].  

  The steps involved in the detection of traffic in the cellular network are as follows. 

  Step 1: The raw CDR data is preprocessed by normalizing empty fields by the mean values. 

  Step 2: The optimal number of clusters ‘k’ of mobile activities is determined by using k-means clustering 

algorithm. 

  Step 3: The number of clusters are determined such that the inertia value becomes constant without average 

distortion. 

  Step 4: The technique used to determine the optimal value of k is verified by Elbow method. 

B. Prediction of SMS spammers using classifiers 

Spam SMS are the unwanted messages from untrusted sources which lead to fraudulent sites which reveals personal 

information of individuals such as passwords or credit card No.’s etc. In most parts of the countries across the world 

up to 30-45% of messages were spam in 2011, in 2019 it raised to 50-65% and in 2022 it increased 30% more. 

Eventually Spam SMS accounts for half of all the mobile phone network traffic from 2019. The huge congestion 

caused due to spam SMS degrades the network performance. Hence a system is proposed which gives the end user 

whether the received SMS is spam or ham. A model is suitable to run different classifiers which can analyse the 

SMS features. The classifier is trained in a way that for every SMS message in the data set collected, every word is 

checked whether it is associated with spam message and categorized. 

  The data set used in our work is SMS Spam Corpus v.0.1 Big having 5574 messages in English. The suitable 

classifiers proposed for the detection and analysis of spam SMS are Logistic Regression, Multi nominal Naïve 

Bayes, Support Vector Machine and Random Forest.  
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  Logistic regression is a predictive tool used in classifying the highest probability of entities. The tool is inherited 

from machine learning which establish the relationship between the binary depend variable and one or more 

independent variables. 

  Multi Nominal Naïve Bayes classifier is an easy and efficient computational tool used in problems of text 

classification. The tool is based on Bayes algorithm and a relationship is established between independent entities. 

  Support Vector Machine is a supervised tool used in distinguishing the planes of entities. The tool is suitable for 

complex data sets. 

  Random Forest is a machine learning tool which gives the consolidated output of multiple decision trees to solve 

classification problems. The tool is suitable for the datasets having continuous variables.  

  The steps involved in the detection of spam SMS are as follows. 

Step 1: Data collection  

  The data set used is SMS Spam Corpus v.0.1 Big. It contains one set of SMS messages in English of 5,574 

messages. 

Step 2: Data cleaning 

  Data cleaning is the process of editing, correcting, and structuring data in a data set to make the content uniform 

and ready for analysis. Data cleaning removes irrelevant data and formats it into a machine understandable language 

for optimal analysis. 

Step 3: Generation of training and testing sets 

  Data set is divided into 2 sets, 70% as training set and 30% as testing set. Training and testing data sets help to 

identify whether the proposed model is overfit or underfit. 

Step 4: Generation of Term Frequency – Inverse Document Frequency (tfidf) vectorizer 

  Tfidf vectorizer converts a collection of raw SMS document into a term document matrix. Tfidf vectorization 

involves transforming every word of SMS into a score relative to that document and then creating the same 

information into a vector. 

IV. ANALYSIS, RESULTS AND DISCUSSIONS 

A. Analysis of traffic anomalies using K-means clustering elbow method 

The CDR data which is in the unprocessed form is about 300MB which is very huge. Therefore, in the proposed 

work it is preferable to sample the data in the initial stage. With this regard the size is reduced to 8KB by sampling 

with sampling rate N = 100. Pre-processing of 5 such CDR data sets of different dates are conducted and the 

simulation results are analyzed. 

  The Table 1 shows the usability of the 8 numerical features of incoming call activity, outgoing call activity, internet 

activity, country code, square grid ID, time stamp information, incoming SMS activity and outgoing SMS activity 

in the CDR while preprocessing. 

Table 1 Numerical features of CDR data set with the usability factor 

Sl. 

No. 

CDR data set features Usability factor 

(retained/removed) 

1 Incoming call activity Retained  

2 Outgoing call activity Retained 
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3 Internet activity Retained 

4 Square grid ID  Removed 

5 Country code Retained 

6 Time stamp information Removed 

7 Incoming SMS activity Retained 

8 Outgoing SMS activity Retained 

The pre-processing is carried out using mean-normalization technique. Therefore, mean values of all the retained 

parameters are evaluated and the missing values are normalized. The Table 2 shows mean values determined for 

the retained features. 

Table 2 Mean values of the numerical features of CDR data sets 

Date 2013  01/07  02/07  03/07  04/07  05/07 

Incoming 

call activity 

0.1013 0.1077 0.0708 0.2160 0.1816 

Outgoing 

call activity 

0.0914 0.0880 0.0823 0.1670 0.1343 

Incoming 

SMS 

activity 

0.1411 0.1305 0.1450 0.2328 0.1587 

Outgoing 

SMS 

activity 

0.1176 0.1205 0.1194 0.2069 0.1230 

Internet 

activity 

6.9103 5.8327 5.6055 5.8375 6.2851 

 

The analysis of traffic in the cellular network necessitates the detection of the unusual behavior in the network like 

high traffic, low traffic. The high traffic may be due to large number of users. The low traffic may be due to non-

usage of mobile by the users due to cell outage though there are ample number of users. Hence, it is very important 

to depict both high and low traffic in the cellular network for the network resource management. 

  Cellular network traffic detection is the realization of different traffic types by analyzing the CDR data set. It is 

the prime concern for the network management functions like ensuring the network quality-of-service (QOS) and 

cost management [35], [36]. There are three methods in the detection of traffic. They are port based, payload based 

and machine learning based methods. The port based is primeval method which uses port numbers from the protocol 

headers of packets to detect traffic [37]. The payload-based method uses payload packets with pre-defined patterns 

to analyze traffic in the network [38]. The recent and popular method of analyzing cellular traffic with less or no 

human intervention is machine learning based method.  

  In the proposed work to analyze the cellular traffic created by the mobile users, K-means clustering elbow 

technique is used to detect the high traffic activity and the low traffic activity. Depending on the distribution of the 

CDR data set the optimal number of clusters is determined [39]. 
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  The scattering details of the mobile users’ activities are obtained by pre-processing the raw CDRs. The simulations 

of 5 sets of different dates are obtained. Fig. 1 – Fig. 5 are the graphs showing the distribution of the mobile users 

for the CDR activities dated 01/11/2013 considering all the country codes given. in the data set. In Fig. 1 the graph 

displays the distribution of the incoming call activity by the users across the country codes available in the data set. 

It records variations from the lowest value 0.0273 to the highest value 0.545103 for the incoming call activity. Fig. 

2 gives the distribution of the outgoing call activity by the users. Fig. 3 and Fig. 4 records the distribution of the 

incoming and outgoing SMS activity of the users. Fig. 5 gives the distribution of internet activity of the mobile 

users. 

 

Fig. 1 Incoming calls activity on 01/11/2013 

 

Fig. 2 Outgoing calls activity on 01/11/2013 

 

Fig. 3 Incoming SMS activity on 01/11/2013 

0

50

100

150

200

250

300

350

400

450

0 0.1 0.2 0.3 0.4 0.5 0.6

C
o

u
n

tr
y 

co
d

e

Call_in

Incoming call activity

0

100

200

300

400

500

0 0.1 0.2 0.3 0.4 0.5 0.6

C
o

u
n

tr
y 

co
d

e

Call_out

Outgoing calls activity

0

100

200

300

400

500

0 0.2 0.4 0.6 0.8

C
o

u
n

tr
y 

co
d

e

SMS_in

Incoming SMS activity



J. Electrical Systems 20-3 (2024): 685-700 

692 

 

Fig. 4 Outgoing SMS activity on 01/11/2013 

 

Fig. 5 Internet activity on 01/11/2013 

  For more clarity, the following simulations are carried out considering one country code 39 with 5 different dated 

CDR data sets. These simulations show the total number of records of each activity for 5 different dates. These 

results account the highest and lowest records of each activity. As an illustration, Fig. 6 depicts the highest record 

of incoming call 01-Nov-2013 and lowest on 03-Nov-2013. From the simulations, it can be observed that the highest 

call-in activity and call-out activity is on 01/11/2013. Also, highest SMS-in activity and SMS-out activity is on the 

same day. It reports highest internet activity too the same day. Thus, with the suitable pre-processing method, the 

CDR data set can be transformed into processed form and later appropriate machine learning tool can be applied to 

track the mobile users’ activities in an advanced level. 

 

Fig. 6 Calls activity of country code 39 for 5 days 
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Fig. 7 SMS activity of country code 39 for 5 days 

 

Fig. 8 Internet activity of country code 39 for 5 days 

  Further, it is essential to determine the optimal number of clusters to understand the traffic in the cellular network 

due to the mobile users. In this regard K-means clustering tool is used to find out the desirable number of clusters. 

The method used to achieve the right optimal value k is called elbow method. The number of clusters is chosen 

such that the inertia value becomes constant. Later, if the value of ‘k’ is increased it is unlikely that the average 

distortion is also increased. At this point, dividing the data into further clusters need to be stopped. If the plot of 

number of clusters versus inertia or sum of squared error gives an arm shaped graph then it verifies that the number 

of clusters chosen is optimum.   

  Fig. 9 to Fig. 13 are the clustering simulations obtained for the different CDR activities showing both high and 

low traffic intensities. For example, in Fig. 9 three clusters of traffic are obtained for the incoming call activity. 

Specifically, at country code 39 bigger cluster is formed with highest and lowest traffic records. Fig. 10, Fig. 11, 

Fig.12 show the three clusters of traffic obtained for outgoing call activity, incoming SMS activity and outgoing 

SMS activity respectively. Fig. 13 show four clusters of traffic for the internet activity. 

 

Fig. 9 Clustering for the incoming call activity 
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Fig. 10 Clustering for the outgoing call activity 

 

Fig. 11 Clustering for the incoming SMS activity 

 

Fig. 12 Clustering for the outgoing SMS activity 
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Fig. 13 Clustering for the internet activity 

The Table 3 shows the number of clusters obtained for all the CDR activities. 

Table 3 Number of clusters for all the CDR activities 

CDR activity Number of clusters 

Incoming call 3 

Outgoing call 3 

Incoming SMS 3 

Outgoing SMS 3 

Internet 4 

 

The following plot of arm shape in Fig. 14 verifies the optimal number of clusters obtained for all the activities. 

 

Fig. 14 Verification of the K-means clustering using elbow method 

 For comprehensive understanding, clustering for one single activity is carried out and for one particular country 

code. As an example, Fig. 15 indicates the clustering carried out for internet activity considering country code 39. 

The cluster in yellow color represents lower traffic, blue and purple color clusters represent moderate traffic and 

the red color cluster represents higher traffic activity. 
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Fig. 15 K-means clustering for the internet activity of country code 39 

      The proposed K-means clustering elbow technique is experimentally compared with the following tools.  

• Principal Component Analysis (PCA) with Random Forest (RF) regressor. 

• Independent Component Analysis (ICA). 

The comparison is shown in Table 4. 

Table 4 Comparison of K-means clustering elbow technique with other machine learning tools 

Tools/ Evaluation 

factors 

K-means clustering 

elbow technique 

PCA with RF regressor ICA 

Detection of traffic Detects both high and 

low traffic 

Detects only high traffic Detects both high and low traffic 

Detection of 

individual CDR 

activities 

Detects the individual 

activities and groups 

them 

Do not detect individual activities 

but only gives the correlation 

among them 

Focuses on maximizing individual data 

points rather than grouping the data points 

of same activity 

Complexity Less complex Very complex Less complex 

Cost Cost effective as it is an 

unsupervised tool 

Expensive as it is the combination 

of both unsupervised and 

supervised tool 

Cost effective as it is an unsupervised tool 

In the comparison analysis the key evaluation factors considered are detection of type of traffic, detection of 

individual CDR activities, complexity of the tool and cost.  

The key comparison results deduced are as follows. 

• PCA with RF regressor detects only high traffic. ICA and K-means clustering elbow technique detects 

both high and low traffic. 

• K-means clustering elbow technique detects individual CDR activities. ICA detects individual CDR 

activities but will not form traffic clusters as required. PCA with RF regressor do not detect individual CDR 

activities. 

• ICA and K-means clustering elbow technique are less complex and cost effective whereas PCA with RF 

regressor is very complex and costly. 

Considering all these factors, it is evident that the proposed K-means clustering elbow technique is better than the 

other machine learning tools PCA with RF regressor and ICA in terms of required evaluation factors. 
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B. Analysis of SMS spammers using classifiers 

The system model proposed to classify the spam and ham messages are run by suitable classifiers. The different 

classifiers used are like Logistic Regression, Multi nominal Naive Bayes, Support Vector Machine, Random Forest 

Classifier. The accuracy rates of prediction of spam SMS are determined for all the classifiers as shown in Table 5. 

Table 5 Classifiers and its accuracy rate to predict spam SMS 

Classifier Accuracy rate of spam detection (in %) 

Logistic Regression 96.841 

Multi Nominal Naïve Bayes 96.697 

Support Vector Machine 98.277 

Random Forest classifier 97.343 

Comparatively Support Vector machine and Random Forest Classifier are having better prediction rates i.e., 

98.277% and 97.343% respectively. The Fig. 16 and Fig. 17 show snippets of SVM classifier Random Forest 

classifier identifying whether the SMS message is spam or ham. 

 

Fig. 16 SVM classification of spam and ham SMS 

 

Fig. 17 Random Forest classification of spam and ham SMS 

  Further considering with the analysis of detection spam SMS, the length of each message and the punctuation 

marks can be accounted. The analysis helps in understanding the threshold values of the length and punctuations to 

predict if the message is spam or ham in the initial phase. The Fig. 18 shows the snippet where the length and 

punctuations of messages are calculated using the system model with the plots of the same shown in Fig. 19 and 

Fig. 20. The strokes in blue colour represent ham and in orange colour represents spam. 
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Fig. 18 Length and punctuation of spam and ham SMS 

 

Fig. 19 Plot of length of ham and spam SMS 

 

Fig. 20 Plot of punctuation of ham and spam SMS 

V. CONCLUSION AND FUTURE WORK 

This paper presents the pre-processing of CDR data set using mean-normalization method, the detection of traffic 

in the cellular network using K-means clustering elbow technique and prediction of spam SMS. As a result, the 

total activities of incoming calls, outgoing calls, incoming SMS, outgoing SMS and internet are obtained for 

different country codes and also observed for one individual country code. The pre-processed data can be used for 

the advanced analysis to understand the mobile user’s behavior and to detect the traffic in cellular network caused 

by the different activities of the mobile users. The cellular network traffic is analyzed using K-means clustering 

elbow technique. The analysis also helps to understand the density of the network traffic for each activity. The 

novel work proposed depicts the detection of both high and low traffic in the cellular network created by the mobile 

users. The paper also presents a system model to predict spam SMS. The proposed model is run by different 

classifiers Logistic Regression, Multi nominal Naive Bayes, Support Vector Machine, Random Forest Classifier. 

The proposed spam detection classifier gives the accuracy rate of 98.277% in detecting Spam SMS. This benefits 

both the cellular network service providers and the users in terms of resource and cost management. 

The future work can be extended to understand the actual cause for low traffic activity. Furthermore, research may 

lead us to classify the different causes of the same due to cell outages, sleeping cell or the non-usage of the mobile 

users appropriately. Also, SMS predictive model can be integrated with running time without hampering customer’s 

privacy. 
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