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Abstract: - Lung cancer is a disease in which healthy cells in the body gradually convert into tumour cells, resulting in a variety of medical 

issues. A standard dataset exists for lung cancer. With the rising incidence of lung cancer and the exponential growth of CT pictures, having 

a quick and effective way to evaluate CT scans can help physicians or surgeons develop an early treatment plan. In this research, two 

approaches are investigated for lung cancer prediction. One approach is based on training machine learning model on the features extracted 

from image processing techniques. And the other approach involves Artificial Intelligence models for lung cancer detection. Computed 

Tomography (CT) pictures are useful for determining the stage of lung cancer in a patient. As a result, CT images of the lung region are 

explored in this study by constructing a content-based image retrieval system using various machine learning and Artificial Intelligence 

techniques. For medical photos, texture analysis is critical. As a result, algorithms such as the K-Means clustering method and 

morphological operations such as erosion, dilation, and so on are used 
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I.  INTRODUCTION  

Pneumonia is the leading cause of death in children all around the world. Every year, over 1.4 billion kids suffer 

from pneumonia, accounting for 18% of all children under the age of 5. Every year, pneumonia affects two billion 

individuals around the world. Pneumonia was an infection of the lungs that can be induced by viruses and 

bacteria. Fortunately, antibiotics and antiviral medicines can effectively treat this bacterial or viral infection. 

Nonetheless, quicker identification of bacterial or viral pneumonia and subsequent administration of the 

appropriate treatment can considerably reduce the risk of the patient's condition deteriorating and eventually 

leading to death. X-rays of the chest are now the most effective means of diagnosing pneumonia. Because the X-

ray images of pneumonia are not always clear, these are frequently misidentified as other illnesses or benign 

anomalies. Furthermore, specialists may misclassify viral or bacterial pneumonia photos, resulting in patients 

receiving incorrect medicine and, as a result, worsening their condition. There have been reports of significant 

subjective variations in radiologists' decisions while detecting pneumonia. In low-resource countries (LRCs), 

there is also a scarcity of skilled radiologists, particularly in rural regions. As a result, there is a compelling 

demand for CAD systems that can assist radiologists in quickly recognizing distinct kinds of influenza from chest 

X-ray pictures [1]. 

Cancer is a serious disease that attacks and transforms healthy cells into cancerous ones. The lung is the most 

cancer-prone part of the body. As a result, many people around the world are prone to lung cancer, and the WHO 

keeps track of deaths. In 2018, there were 1.76 million deaths and 2.09 million cases, as per the WHO. Because 

early identification of lung cancer is challenging, different computer-assisted diagnostic approaches have been 

developed to aid doctors in identifying concerning lung nodules [2]. A range of imaging modalities, such as CT, 

MRI, and X-ray, can be used to identify lung cancer. Due to decreased distortion and noise, the CT scan captures 

the features seen in distinct areas of the Lungs better than any other imaging modality, allowing radiologists to 
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grasp and identify the occurrence of sickness. As a result, CT scans were used to perform the investigation in this 

research [3]. 

Even though lung cancer is relatively widespread, it is feasible to increase the rate of survival from 14% to 49%. 

While evaluating CT images from patient information may help enhance patient efficacy and therapy, it is a 

time-consuming and complicated process. Rather than evaluating each image separately, radiologists can gain 

additional information by identifying a picture from the database that is a close match to the image database. The 

recovery of relevant photographs from a large database is a relatively new subject of study. The CBIR algorithm 

is presented to make it easier to retrieve photos based on their properties. The purpose of this study is to compare 

two deep neural networks and determine which architecture helps the most to close the semantic difference and 

enable the development of a more efficient CBIR system for CT scan images of lung cancer [4]. 

Lung cancer has been one of the leading causes of mortality around the globe. It is critical to be able to identify 

the type of tumour as well as forecast patient clinical results. Lung cancer sufferers have a lower standard of 

living than the general population and patients with other cancers. If lung cancer is detected early, at least 50 % of 

patients will still be alive 5 years later, free of recurrence. Normal cells acquire a metamorphosis that leads them 

to develop abnormally, reproduce without control, and ultimately spread to other areas of the body, resulting in 

cancer. The cells combine to produce a mass or tumour that is distinct from the organs from which it arose [5]. 

The human body consists of billions of single cells, most of which produce new cells to replace older cells that 

have matured or become destroyed. This well-ordered procedure of exclusively producing new cells while a 

person is growing can occasionally fail. When this occurs, cells can become uncontrollably proliferate and create 

a mass or lump known as a tumour (Cancer). The categorization of lung glandular tissue as benign or malignant 

(Cancer Cells) is handled in this method. An automated platform is established after obtaining the necessary data 

concerning the info of lung disease, methods obtainable for diagnosis of lung cancer, testing methods for lung 

disease, different types of lung cancer, info of sputum tissue samples, and how the picture is collected from 

sputum cytology images [6]. 

There are various options for individuals with cough, haematuria, or heart palpitations who have radiologic 

anomalies, whether or not they are symptomatic of lung cancer. CT scans, both standard and high-resolution, can 

help to explain the nature of a worrisome lesion or reduce the diagnostic options. It has been stated that a more 

precise diagnosis needs morphologic depth analysis using cytological methods or biopsy. The most common 

methods for diagnosis include cytological investigation of sputum, lung secretions. Sputum histology is the 

oldest and most basic of these diagnostic tests, and it is widely available to all medicalprofessionals. It can 

diagnose the most basic lung carcinomas, based on the nature and stage of the tumour. Sputum histology may 

also provide a platform for searching for lung cancer- detecting molecular indicators [7]. 

It is critical to identify lung cancer at an earlier stage to reduce fatality rates. Only mass testing of all males with a 

greater than average incidence of lung cancer can achieve this. Lung cancer has been detected using a 

combination of chest X-ray and sputum investigation as a screening tool. However, it was not found to be useful. 

To identify early lung malignancies and their precursor tumours, imaging methods coupled with sputum cytology 

will be extremely useful. To screen all qualified people in the area, a large number of resources and manpower 

may be required. Sputum specimens may require a significant number of qualified cytologists for microscopic 

examination. If a low-cost computer-assisted microscopic examination of sputum cytology smears could be 

created, it will greatly aid the implementation of a universal lung cancer monitoring program [8]. 

Artificial Intelligence enables simulation approaches with several processing elements to acquire multiple degrees 

of abstraction for data models. The data has become large data as a result of remarkable advancements in image 

capturing technologies, making image analysis difficult. This rapid expansion of medical pictures and modalities 

necessitates enormous efforts by medical experts, which are subjective, susceptible to human inaccuracy, and 

may vary significantly amongst experts. Traditional methods are insufficient to deal with medical huge data, so 

an Artificial Intelligence-based automatic diagnostic system is deployed. Artificial Intelligence is a collection of 

machine learning methods that use deep architectures made up of numerous non-linear changes to represent high-

level concepts in data. Artificial Intelligence is designed to work like the nervous system, with a deep model that 

mimics how data is processed in the brain through numerous layers of modification [9]. 
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To retrieve the most relevant attributes from a data gathering, a strong understanding of the underlying properties 

is needed. When a large amount of data needs to be processed quickly, this can become laborious and complex. 

Artificial Intelligence approaches have the potential to immediately learn feature models by enabling the system 

to acquire complicated features from raw photos, which is a significant advantage [31,32]. This enables us to 

create a system that isn't reliant on hand-crafted characteristics, which are typically necessary for other machine 

learning approaches. When compared to standard methods without training, Artificial Intelligence methods are 

recognized for the concise extraction of data from medical pictures and have been shown to enhance efficiency. 

These characteristics have sparked interest in studying the advantages of Artificial Intelligence in medical picture 

processing. Artificial Intelligence methods have advanced to the point that they are now seen as critical factor in 

future healthcare applications [10]. This study is arranged as follows: in part 2, a description of the literature 

review; in section 3, a description of the research technique; in section 4, an analysis of the results and discussion; 

and in section 5, a description of the final conclusion and future work. 

1. LITERATURE REVIEW 

Literature review in respect to Study of Lung Diseases Detection and Classification from the Multimodal Images 

using Artificial Intelligence. 

Prioritizing Circ RNA-disease relationships with a convolutional neural network based on multiple similarity 

feature fusion is proposed by [11]. 

In [12] suggests using a single neural network to predict ratings. The DT-diaphoreses activity and messenger 

RNA content in human non-small cell lung carcinoma: connection to the responsiveness of lung 

tumourxenografts to mitomycin. 

In [13] introduced the Three-dimensional CNN architecture to provide a radiological evaluation of spinal lumbar 

MRIs and also pinpoint the expected diseases utilizing intervertebral disc sizes. 

In [14] presented a scalable Internet of Things device for heart disease diagnostics. The detected data from the 

Internet of Things device was processed using the logistic regression approach. The vast volume of data acquired 

from patients was stored and retrieved via cloud services. ROC analysis was used to assess the efficiency of the 

regression models in predicting heart disease. 

In [15] used boundary data and algorithms including the Gabor filter, Markov chain, and Haralick to extract 

textural properties from lung cancer CT images. The proposed system was dubbed 'BRISC.' The system's 

performance was tested using 2424 photographs, and it was found to be 88 percent accurate. 

To determine pair wise similarity, [16] used lexical and perceptual similarity retrieval as well as weighted 

network creation. The quickest route is constructed graphs return photos that are similar to the search picture. 

Using HOG and multi-resolution retrieval, SVM categorization, and cosine image similarity, data was extracted 

at a range of levels, namely minimal, meaningful, and situational, from the LISS dataset. Given CNN 

architectures' improved performance, we compared the performance of two different CNN models in the CBIR 

method in this study. 

In [17] proposed a lobe fissure tracking system based on a redesigned optimization technique. The region edges 

are enhanced using the Robinson and Kirsch filters. The intensity of lobe fissure is determined using Otsu's  

approach. The Robinson & kirsch filters are used to improve the image. The ant colony method is a method 

for detecting. 

In [18] scanned them adaptively in a sagittal view. For the first segmentation of lung regions, region growth is 

used. A line improvement filter based on a Hessian matrix is used, followed by a uniform cost filter. 

Landslide fissure modeling for multi-scale edge detection was described by [19]. The linear dark curving 

characteristics are removed. The cracks are detected using a Gaussian matched filter that combines the first 

component of a Gaussian filter. 
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In [20] stated that they used a sweeping technique to determine the fissure location at first. Finally, wavelet 

analysis was employed to locate fissure locations and corrugations in the fissure region. 

Medical images are influenced by many types of sounds, which are removed using the filtering approach, 

according to the literature review. In [21] show threshold-based segmentation. GLCM was used to extract 

textural and architectural features from fundus images; however, feature extraction takes longer. 

Poor contrast quality and noise are two of the most typical flaws in medical photographs. In 

[22] developed a morphological transformation technique for improving contrast and quality in medical data. 

The medical picture is more precise and clear visual data in the created image to clinical diagnosis as the detailed 

info increases. The resulting images have superior results to the original medical photographs, and the procedure 

is easy and efficient [23]. 

In [24] Ensemble learning is models that are made up of numerous weaker models that are learned separately and 

then integrated in some way to create a final prediction. 

Segmentation techniques, which also included skull stripping and morphological operations for pre-processing, 

were used to classify brain tumours using neural networks [25]. The wavelet transforms were used to decompose 

and extract features from an MR image. Finally, AdaBoost classification techniques were utilized to identify 

discriminative characteristics from MRI images to classify them as cancerous or benign. AdaBoost er classifier 

was created by smoothing the images utilizing partial differential models. In this case, the algorithm was less 

accurate. 

In [26] Medical image categorization study has yielded numerous study outcomes and was implemented 

clinically. Machine learning doesn't really necessitate any healthcare expert knowledge, nor does it necessitate 

engineering tech features. This may acquire key qualities like colour and edge using the first layer, and then 

utilize the underlying surface to learn more complex features of lung imaging data sets. 

In [27] suggested three EANNs and DoG for the categorization of micro-calcification clusters in mammograms. 

They compared their suggested strategy to a back propagation-trained feed- forward Neural Network (NN). 

In [28] Using helical CT scans, they established a CAD method for disease diagnosis. This strategy can reduce 

time complexity while increasing diagnosis confidence. This procedure consists of two stages: analysis and 

diagnosis. The lung and pulmonary blood vessel area will be removed, and its characteristics will be analyzed 

using the image processing method in the analysis step. These characteristics, as well as the tumour’s location, 

were used to develop the diagnostic rule. 

In [29] give computer-aided diagnostics for lung CT utilizing artificial life models. Several strategies in the CAD 

system, centre of maximal balls, include region growing, form models, and active counter, but it is thought that 

the biological simulations of ants, also known as artificial life models, are at the heart of this method. The image's 

ribcage is first recognized using a 3D region expanding method. The active contour is then employed to create the 

limited area around the ribs, and it is set up to restore the vascular and bronchial tree flawlessly and cleanly. 

In [30] suggested a novel CAD method for early lung nodule detection. The volumetric variations in the 

detected lesion over time are used to calculate the growth rate of the identified lung nodule. This method's 

process is divided into five phases. The first step is to divide the lung area on the CT scan and then locate the lung 

nodule within the segmentation process. 

2. RESEARCH METHODOLOGY 

Deep learning models retrieve more significant properties than traditional machine learning approaches. The 

models are examined in this section to locate a suitable model for constructing the CBIR system. For the 

specified hyper parameters, the VGG16 model surpasses the others. The KNN approach is used to process the 

extracted features by training the VGG16 network on the pre-processed input photos to find closely related 

pictures from the collection to the source images query. 
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3.1. METHODOLOGY 

The proposed framework is built in stages. Image processing techniques such as a median filter, anisotropic filter, 

morphological operations, and K-means clustering are used to enhance training images and segment only the lung 

region from lung cancer CT images. Following the extraction of the region of interest, two pre-trained models – 

VGG16 and ResNet – were created, each using two separate optimizers Adam and RMS prop [31-33]. 

The segmented lung image is fed into and educated by deep learning models. VGG16 was discovered to perform 

better. As a result, the final entirely linked layers of VGG16's final layer are retrieved. All of the preceding 

processes are also applied to the input query image. The KNN algorithm is fed both the feature vector of the 

training and query photos, and the top nearest images are obtained. Figure 1 depicts the foundation for the CBIR 

system developed in this study, followed by Algorithm 1, which outlines the operations. 

 

II. FIGURE 1: PROPOSED CBIR FRAMEWORK ALGORITHM 1: DEEP LEARNING-BASED CBIR SYSTEM 

1. Acquisition of a lung cancer picture collection from the LIDC database 

2. Utilize the pylidc package to convert Dicom pictures to. npy. 

3. Denoising and image enhancement methods are used to pre-process the greyscale information. 

4. By stacking the one-dimensional channel three times, you may enlarge the one- dimensional 

greyscale image to three channels in size (224, 224). 

5. Create and build VGG16 and ResNet pre-trained CNN architectures 

6. Compile CNN architectures are developed 

7. Using stratified sampling, divide the dataset into training, test, and validation subsets in a 60-20-20 

ratio. 

8. Utilize pre-processed training data to train the pre-trained Artificial Intelligence model, verify it 

using the validation dataset, and evaluate it using test data. 

9. Using the Adam and RMSprop optimizers, repeat steps 6 and 7. 

10. Measure a model's accuracy, recall, and F1 score. Additionally, select the highest- scoring 

VGG16 model. 

11. Extract the features from the flatten layer of the VGG16 model. 
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12. Utilize the produced architectures to forecast the characteristics of test input. 

13. Calculate the Euclidean and Manhattan distances between the attributes of the test input and 

those of the database images. 

14. Conduct analysis and comparison of the output. 

3.2. DATA ACQUISITION 

The deep learning models in this work are trained using the LIDC/IDRI database. There are 1088 CT scan images 

in the collection, as well as a CSV file with patient information. A specific number of CT imaging slices is given 

to each patient. The CT image slices were read into Dicom format using the pylidc program. The complete 

distribution of CT slice photographs with true or fake cancer cases is presented in Figure 2 after filtering the excel 

file's 'is clean' column property. In addition, database samples are shown in Figure 3. 

 

FIGURE 2: LIDC/IDRI OUTPUT CLASS DISTRIBUTION 

 

Figure 3: Sample Lung CT Images 

3.3. DATA PRE-PROCESSING AND SEGMENTATION 
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Image augmentation with the median filter and picture Denoising with anisotropic diffusion is included in the 

pre-processing of the collected photos. Anisotropic diffusion reduces noise while preserving significant sections 

of a picture. The lung region is segmented using morphological erosion, dilation, and K-means clustering to build 

a mask from the improved pictures. The designed mask aids in the segmentation of the lungs. The following 

section summarises each operation as algorithm 2. 

III. ALGORITHM 2: PRE-PROCESSING AND SEGMENTATION OF LUNG REGIONS 

1. Analyze the CT images of lung cancer that were provided as input. 

2. Normalize the values of the pixels 

3. Utilize a median filter with a three-dimensional kernel. 

4. Apply an anisotropic filter to eliminate noise from the picture while preserving the nodule 

border. 

5. Conduct K-means clustering 

6. Create a mask for the lung area by eroding and dilating the morphology. 

7. Repeat the morphological dilation technique until the inner and exterior portions of the lung mask 

are filled. 

8. To acquire the desired lung area, multiply the mask by the original image. 

Table 1 summarises the multiple parameters and hyper parameters connected with the various layer types present 

in the Artificial Intelligence model. 

IV. TABLE 1: PARAMETERS AND HYPER PARAMETERS OF ARTIFICIAL INTELLIGENCE 

 

Layers 

 

Parameters 

 

Hyper parameters 

 

Convolution 

 

Kernels 

 

Kernel size and number, activation function, stride, and 

padding values are all variables to consider. 

 

Pooling 

 

None 

 

Stride and padding values, pooling mechanism, and filter 

size are all factors to consider. 

 

Fully connected 

 

Weights 

 

Number of weights and activation function 

 

Others 

  

The type of loss function, regularisation, and optimizer 

used in the model, as well as the value of learning rate 

and epoch, weight initialization minibatch, and dataset 

splitting. 

 

3.4. Network Training 

Gray-scale images are used to divide the images. The characteristics in this study were extracted using pre-trained 

VGG16 and ResNet50 deep learning models. Grayscale images were layered to provide a three-channel input due 

to the network's three-channel input structure. The pre-trained model was enhanced with additional flattening 

and dense layers, 
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Stratified sampled data 
 

 

 
 

 
 

 

Total 

True cases 

False cases 
 

 

 

Train data Validation data test data 

and also a final layer with sigmoid activation function while maintaining the trainable state for the last few 

layers.3918 data points were sampled due to memory limits. The sampled data were divided into sixty percent 

for training, twenty percent for validation, and twenty percent for testing, as shown in Figure 4. The flattened 

layer's features were extracted after the model was trained on the provided data. 

 

FIGURE 4: SAMPLED DATA 

4. Results & discussion 

The experiment is developed entirely in Python, and it makes use of the Keras framework. Throughout this 

inquiry, accuracy, precision, recall, and the f1 score were all employed at different stages to determine the best 

technique. Accuracy was tested to see which deep learning model performed best and to choose the best model 

for the planned CBIR system. Precision and recall are used to evaluate the efficacy of a proposed technique. 

V. TABLE 2: AVERAGE ERROR RATE AND AVERAGE COMPUTATION TIME 

 

Iterations 

 

Average error rate 

 

Average consumption time (sec) 

 

Precisi on 

 

Recall 

 

False positive 

 

F- 

Measure 

 

Miss Rate 

 

False negative 

 

10 

 

0.5375 

 

0.4 

 

0.35 

 

0.018162 

 

0.012237 

 

0.014621 

 

20 

 

0.4 

 

0.35 

 

0.275 

 

0.019874 

 

0.014943 

 

0.010203 

 

30 

 

0.3875 

 

0.325 

 

0.3 

 

0.021312 

 

0.011617 

 

0.013204 

 

40 

 

0.375 

 

0.3 

 

0.325 

 

0.022683 

 

0.010491 

 

0.014435 

 

50 

 

0.375 

 

0.3 

 

0.3 

 

0.023986 

 

0.01065 

 

0.010167 

 

Table 3 Error rate deviation and computation time deviation 

 

Iterations 

 

Error rate deviation 

 

Computation time deviation(sec) 
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3.5 

 
 

 
2.5 

 
 

 
1.5 

 
 

 

P 

FN 

FP 

TN 

TP 

0.5 

 
 

  10 15 20 

 

Precision 

 

Recall 

 

False positive 

 

F- 

Measure 

 

Miss Rate 

 

False negative 

 

10 

 

0.15860 

7 

 

0.229129 

 

0.122474 

 

0.004236 

 

0.00342 

 

0.006892 

 

20 

 

0.12247 

4 

 

0.122474 

 

0.075 

 

0.001454 

 

0.009629 

 

0.000887 

 

30 

 

0.11792 

5 

 

0.114564 

 

0.1 

 

0.002176 

 

0.003505 

 

0.008579 

 

40 

 

0.13693 

1 

 

0.1 

 

0.114564 

 

0.003372 

 

0.000816 

 

0.011351 

 

50 

 

0.125 

 

0.1 

 

0.1 

 

0.004663 

 

0.000629 

 

0.001296 

 

True positive, true negative, false positive, false negative, precision, and recall are denoted by the abbreviations 

TP, TN, FP, FN, P, and R. The ratio of relevant counted photos to total counted images is referred to as 

precision. The recall is defined as the proportion of relevant photos recovered to the total number of relevant 

images in the database. The samples from the segmented lung area are shown in Figure 5. The results of training 

ResNet and VGG16 with two different optimizers. 

 

Figure 5: Analysis of optimum ‘K’ value using F-Measure 

K is determined by experimenting with various test cases such as TP, TN, FP, FN, P, and R... Experiments are 

conducted using both samples of AOL and MCET datasets. Average F- Measure is analyzed to find the optimum 

value of K and presented in Figure 5 
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VI. FIGURE 6: VGG16 AND RESNET50 RESULTS 

Adam and RMSprop – are summarised in Figure 6. The VGG16 with Adam optimizer performs better, as 

indicated by the greatest F1-score in Figure 6. As a result, the VGG16 model with Adam optimizer is utilized for 

feature extraction. 

 

FIGURE 7: RESULT OF KNN ALGORITHM FOR DIFFERENT CASES 

The flattened layer's attributes are extracted. Each train and test data set's unique properties are extracted and 

utilized to train the KNN model. Figure 7 outline the output of KNN model's for various cases. 
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FIGURE 8: MISS RATE ANALYSIS OF VARIOUS PROPOSED ALGORITHMS 

MR results are visualized in Figure 6 respectively. Negligible MR and FR reduction have been found to be 

achieved by VGG16 and ResNet50 algorithms. Analysis of Matthews Correlation (MC) is also examined to 

verify the performance of proposed algorithms. 

5. CONCLUSION & FUTURE WORK 

Each year, CT scan images of lung cancer increase considerably. By assisting radiologists in the development of a 

CBIR system capable of locating the top results that are the most comparable to the input image database, 

different key insights will be gained that will aid in the improvement of patient care. The LIDC dataset is 

obtained, pre-processed, and segmented to train and choose pre-trained deep learning models (VGG16 and 

ResNet50) with superior feature sets. Due to the superior performance of the VGG16 with Adam optimizer, the 

recovered features are fed into the KNN model during training. The findings indicate that the characteristics 

derived from the deep learning model point in the direction of developing an efficient CBIR system. This study 

will be extended in the future by training on a real-time dataset. Additionally, we will examine the features 

extracted from VGG16 using a variety of deep learning models, such as auto encoders, deep belief networks, and 

others, as well as various hyper parameter tuning techniques, to determine the efficiency with which 

characteristics can be recovered to develop a CBIR system suitable for real-world practices. 
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