
J. Electrical Systems 20-6s (2024): 1241-1256 

1241 

1M. Srilatha 

Dr.N.Srinivasu 

Design an Effective, Faster Region-Based 

Convolutional Neural Network with 

Optimization for the Human Tracking 

System 
 

Abstract: - Nowadays, real-time Human Tracking System (HTS) is a crucial topic in computer vision and image processing with applications 

like robotic perception, scene understanding, video surveillance, image compression, medical image analysis, and augmented reality, among 

many others. In this paper, we design a Faster Region-based Convolutional Neural Network (FR-CNN) with Crow Search Optimization (FR-

CNN-CSO) architecture to improve computational complexity and enhance the performance of HTS. The system is implemented in a Python 

environment with video input. Remove unnecessary data from the gathered datasets during preprocessing. Next, feature extraction is processed 

using Histograms of Oriented Gradients (HOG). Then update, the extracted features into a designed FR-CNN model for identifying and 

tracking a person using crow search fitness. The main goal of the developed approach is to attain accurate prediction results and improve the 

computational complexity by achieving less execution time. Finally, the experimental outcomes show the reliability of the designed system 

by other conventional techniques in terms of accuracy, precision, recall, F-measure, and execution time.     

Keywords: Human Tracking System, Crow Search Optimization, Faster Region Based Convolutional Neural Network, 

Surveillance System, and Artificial Intelligence. 

1. INTRODUCTION 

A complete framework for detecting a crude human model is called "human tracking," It is done using 

synchronized monocular grayscale image sequences in one or more camera system coordinates [1]. It merely 

involves separating an interested person from the video scene and constantly monitoring it. Monitoring has 

recently implemented visual-based tracking and detecting systems to increase human safety, convenience, and 

security [2]. An effective surveillance system must include subjects like human tracking and detection. Any 

specific human detection device usually consists of moving object extraction and human recognition [3, 4]. 

Moving object extraction is used to remove items from the background and calculate the relevant dimensions and 

location of the object in a video [5]. Human recognition classifies a picture as nonhuman or human. Although the 

tracked object or person may be obscured by other things while being followed, the tracking device must be able 

to forecast the position during and after occlusion [6]. Two types of cameras are frequently used in surveillance 

systems: active and fixed. A fixed camera has the advantage of being inexpensive, but it has a small field of view 

(FOV), but the active camera has a larger FOV since it can pan and tilt to keep the target item in the frame [7, 8]. 

Also, the latter offers a superior resolution because it features zoom-in/zoom-out capabilities. A monitoring 

system on an active camera often considers the temporal difference to extract moving objects. However, the 

camera must first be stable enough to process the image in this process [9, 10]. In other words, as an item moves, 

the camera separates background pixels from the pictures it captures [11]. The result is that the active camera acts 

in a jerky and irregular manner. An optimization technique is used to tackle this issue [12]. The human is first 

identified as the target model using the deep learning technique. The optimization technique then tracks the person 

by computing the distance between the target model's color histogram and the subsequent color histogram shape 

of the selected position [13, 14]. A color histogram has many benefits, including quick computing, partial 

occlusion resistance, non-rigid object tracking, scale invariance, and rotation [15]. 
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Fig.1 Human tracking system for video surveillance system 

The surveillance system of the human tracking system is shown in fig.1. The widespread use of intelligent systems 

for processing information in contemporary society results from the explosive rise of artificial intelligence 

applications [16]. The Internet of Things and Artificial Intelligence has lately emerged as one of the hottest study 

areas; it combines artificial intelligence technology with IoT infrastructure to provide more efficient IoT services 

[17]. It has demonstrated excellent success for various surveillance applications in different outdoor and indoor 

complicated industrial contexts [18]. However, the efficacy of human detection techniques may be adversely 

affected by suddenly cluttered sceneries, changes in motion, camera angles, near interpersonal contact, and 

occlusion [19]. Furthermore, the individual's outward appearance varies substantially regarding the body's height, 

poses, scales, articulations, rotation, movements, sizes, and torso. Many applications include robot vision, 

surveillance, and tennis ball recognition in sports, traffic monitoring, animation, athletic performance analysis, 

and an interest in tracking motion [20, 21]. Several approaches to human tracking have previously been 

introduced. Yet it is discovered to be a vital work and does not produce 100% accurate outcomes to recognize the 

human and track it continually. Furthermore, the dramatic surge in crimes and accidents makes human safety a 

crucial issue [22, 23]. 

The most challenging task in human tracking systems is occlusion, less detection accuracy, computational 

complexity, problem detecting humans because of pose and viewpoint variation, classification, and regression 

issues [24]. Several deep learning models were developed to enhance the performance of the human tracking 

system, such as Convolutional Neural Networks (CNN), YOLOv2, and Region-based CNN (R-CNN). However, 

still suitable solution was not found because of data complexity, error rate, and fewer prediction results [25]. So, 

design a Faster Region-based Convolutional Neural Network (FR-CNN) with Crow Search Optimization (FR-

CNN-CSO) architecture for enhancing the human tracking system by accurately detecting humans from the 

collected surveillance system. Also designed model accurately monitor and track human using CSO fitness which 

continuously monitors the tracking system and predict human. The main aim of the developed model is to improve 

the human tracking system using optimization techniques and attain better prediction results. 

Main Objectives  

• To design an effective human tracking system using crow search optimization and deep learning. 

• To improve the prediction results of a group of videos using faster region-based CNN.  
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• To prove the efficiency of the designed model by attaining better feature extraction and classification 

results. 

Additionally, the critical contribution of the proposed technique is detailed below, 

• Initially, a video dataset was collected from the net source and trained in the system. 

• Moreover, design an FR-CNN-CSO framework for accurately detecting and classifying a human tracking 

system. 

• Then, input videos are updated to the preprocessing to remove the redundant information from the 

collected datasets.  

• Hereafter, feature extraction is employed using Histograms of oriented gradients for extracting relevant 

features. 

• Then update, the extracted features into the developed model FR-CNN, which detects the human with 

high performance using crow search fitness. 

• Finally, update the CSO fitness in the classification layer for improving the prediction results, and the 

gained outcomes are validated with other prevailing models. 

The manuscript's organization is as follows: section 2 and section 3 describe related works and problem 

statements. Section 4 elaborated on the proposed methodology, and section 5 discussed the results and discussion 

of the proposed technique with other papers. Finally, section 6 is ended with a conclusion and future scope. 

 

2. RELATED WORKS 

A DL-based system that combines two object detection techniques, faster mask-based and region-based 

convolutional neural networks (R-CNN), was proposed by Ming-Chuan et al. [26]. It is applied to collect the 

segmentation and used to look for the target's motion reference point. The object's location and real rotated angle 

are determined after integrating the inputs from the two approaches. Data indicate that the detection's accuracy 

was 96.26%. Increasing production capacity also shortens the processing time. 

Imran Ahmed et al. [27] proposed an automated person detection system to track and identify individuals in a 

complicated industrial facility. Typically, a top view is selected due to its capacity to offer adequate coverage and 

visibility of a situation. This study provides evidence for the usefulness, efficacy, and feasibility of DL designs 

using transfer learning. With the highest True Positive Rate (TPR) of 93%, the efficiency of all detection designs 

has dramatically improved and shown promising results. 

Depending on a drone's cameras, Kamel Boudjit et al. [28] developed programs for detecting and recognizing 

people using convolutional neural networks (CNN) YOLOv2. DL-based computer vision is used to identify the 

person's status and state. The outcomes of the person detection demonstrate the high degree of object detection 

and classification accuracy of YOLO-v2. In addition, the tracking algorithm reacts faster for real-time tracking 

than commonly used methods, effectively tracking the identified person without removing it from view. 

Face mask identification technology has been published by Hiten Goyal et al. [29] for static photos and real-time 

videos, classifying the images as without and with a mask. The Kaggle data set is used to train and assess the 

model. The collected data set has a performance accuracy rating of 98% and roughly 4,000 images. The suggested 

model is accurate and efficient in terms of computing. 

Hypermetropic CNN was created by Amudhan A.N. et al [30]. to detect small objects. More features are extracted 

from the shallow levels, and low-level features are transferred to the deeper layers, improving detection. Because 

it outperforms close items and lags on distant ones, the network is hypermetropic. The suggested approach exhibits 

remarkable gains in small-size item detection and a 32% rise in false favourable rates. 

3. PROBLEM DEFINITION 

The practical human tracking system enlarges the production capacity and minimizes processing time. The most 

challenging task in the human tracking system is improving computational efficiency [31]. In general, confined 
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and controlled environments are superior for training AI-based systems. It can be applied in a different context 

with good accuracy after being trained in various situations with applicable data variances. Instead of learning the 

features of the environment, introduce the AI technique to acquire the parts of the target object. DL systems are 

data-hungry [32]. There are numerous problems with detecting human tracking systems, such as pose variation, 

viewpoint variation, and occlusion. The most common issues are classification and regression problems, vanishing 

gradient issues, error rate, computation time, and occlusion. These issues are motivated to enhance the 

performance of human tracking systems by improving computational efficiency. 

4. PROPOSED METHODOLOGY 

The investigators have proposed deep learning with a metaheuristic algorithm to enhance prediction accuracy and 

efficiency. This algorithm can provide better outcomes and effectively solve different image issues. Therefore, 

input videos are collected and updated for preprocessing in this paper.  

Input video sequence 

dataset
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Fig.2 Proposed methodology 

The architecture of the proposed model is shown in fig.2. In the preprocessing stage, remove the redundant 

information from the collected datasets. Then extract the relevant features from the dataset using HOG for 

improving prediction results. Then design a novel, Faster Region-based Convolutional Neural Network with Crow 

Search Optimization (FR-CNN-CSO) framework for accurate identification and tracking of humans. After that, it 
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updates Crow Search Optimization (CSO) [33] in the fully connected layer of the FR-CNN model for precise 

detection and to improve computational complexity. Finally, the simulation outcomes demonstrate the advantage 

of using FR-CNN-CSO for human tracking systems regarding classification accuracy. 

4.1 Dataset description 

The study makes use of CEPDOF, or Challenging Events for Person Detection from Overhead Fisheye Images 

(https://vip.bu.edu/projects/vsns/cossy/datasets/cepdof/download/). 8 videos at a maximum of 13 people visible 

at once, over 25,000 evaluated frames per second, several novel challenging situations in an extreme body 

occlusions, crowded room, various body positions, head camouflage images of people on a projection screen, and 

dim lighting with or without Infra-Red (IR) illumination are all included in the new dataset.  

  

  

Fig.3 Sample images of the used dataset 

Additionally, because CEPDOF is spatiotemporally marked, bounding boxes for the same individual in 

subsequent frames will carry the same ID. As a result, it can be utilised for further vision tasks like tracking 

moving objects in films and re-identifying people using fisheye overhead photos. Additionally, 80% of the 

datasets are utilised for training, while 20% are utilised for testing. The sample images of the dataset are shown 

in fig.3. 

4.2 Preprocessing 

Preprocessing is the first stage in creating feature vectors in an HTS and is used to distinguish between noisy and 

unnoticed datasets. The collected input datasets ( )nI  are adjusted or modified during preprocessing to make 

them more suitable for feature extraction examination. Checking for errors and disturbances in the ( )nI  data is 

the main thing consider regarding human detection processing. Because ( )nI  is corrupted by some background 

noise ( )nF . Equation (1) is used to determine the additive disturbance. 
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( ) ( ) ( )nFnvnI +=                                                           (1) 

Let, ( )nv  is denoted as a cleaned dataset. Various noise reduction techniques are used to carry out the task on 

noisy data. Nevertheless, adaptive noise cancellation and spectral subtraction are the two noise reduction 

techniques widely utilized in human identification systems to develop HTS. 

Adjusting the levels of noise in HTS requires consideration of the surrounding noise. When both training and test 

data are conducted with varying noise levels, the performance metric for human identification systems suffers 

severely. The noises in real-world situations are typically outside the control of HTS's creators. Preprocessing is 

a common technique used throughout the training and testing phases to lessen the impact of background noise on 

human recognition. The filter used in Eqn. (2) is as follows to eliminate background noise. 

( )







+=  =
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nno nv
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2

10

1
log10                                             (2) 

Let, noB  is considered as the removal of background noise using M samples,   is denoted as a small positive 

constant. 

4.3 Feature Extraction 

The pre-processed dataset is updated to the feature extraction phase, which extracts the relevant features from the 

dataset using Histograms of Oriented Gradients (HOG) [34]. It's employed to take features out of image or video 

data. It is commonly used for object detection in tasks involving computer vision. Moreover, HOG feature 

extraction is classified into three steps gradient computation, gradient vote, and normalization computation. 

The gradient computation is extracted based on the coordinate pixel ( )ba, , direction ( )ba, , and magnitude 

( )bam ,  is calculated in this phase. The gradient and luminance values of a and b are measured using Eqn. (3) 

and (4). 

( ) ( ) ( )bafbafbaf a ,1,1, −−+=                                                (3) 

( ) ( ) ( )1,1,, −−+= bafbafbafb                                               (4) 

Let, ( )baf a ,  and ( )bafb ,  are considered as the gradient of a  and b axes. Moreover, ( )baf ,  is denoted as a 

luminance value.  

The magnitude ( )bam ,  is measured using Eqn. (5) 

( ) ( ) ( )22
,,, bafbafbam ya +=                                              (5) 

The direction ( )ba,  is computed using Eqn. (6) 

( )
( )
( )baf

baf
ba

a

b

,

,
arctan, =                                                     (6) 

Every pixel inside the cell generates a gradient vote for an oriented histogram by the orientations of the gradient 

element centered on it after acquiring the magnitude ( )bam ,  and direction ( )ba, . Nine bins are evenly spread 

out across the orientation's range of 0 to 180. Each pixel's weight, represented by the symbol, can be calculated 

using Eqn (7). 
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Let, j  is represented as the bin to which ( )ba,  belongs and c  is denoted as the total number of bins. A 

histogram normalization computation is finally produced by collecting all histograms from one block, which has 

four cells. The result after normalization can be written as Eqn (8).  
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i                                                           (8) 

Let, i  is denoted as several cells and bins, ig  is considered a vector corresponding by combining histogram for 

block region, and   is represented as a small constant. 

4.4 Human detection and tracking using FR-CNN-CSO 

A more traditional deep learning technique called Faster R-CNN (FR-CNN) [35] offers a high detection 

performance, efficiency, and better recognition rate for a significant target region. The Faster R-CNN technique 

primarily consists of two components: the extraction module and the detection module, the Fast R-CNN. Region 

Proposal Network (RPN) acts as an extraction module, and the FR-CNN model is a detection module. The RPN 

is utilized from the baseline feature map to produce high-quality regions, and the Fast R-CNN immediately 

recognizes and classifies the targets in the derived suggestions region. The VGG-16 network is used to store 

photos of any size. Second, the CNN network produced the shared convolutional layer and feature map. After 

being inserted into the RPN network, the feature map spread to a particular convolutional layer and created a 

higher-dimensional feature map. Lastly, the characteristics of the recommendation region were retrieved from the 

higher dimensional feature map using the RoI Pooling. The architecture of the optimized FR-CNN model is shown 

in fig.4. 
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Fig.4 Architecture of optimized FR-CNN model 
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Following that, the features were added to the classification and regression layers. The prediction outcomes of 

HTS were improved using CSO optimization. The algorithm then provided the target object category and the 

Region's coordinates. The Faster R-CNN algorithm has shown promising results in target detection and 

recognition, and deep learning performance has significantly increased.  

Crow search optimization: A new population-based algorithm, the Crow Search Algorithm (CSA), mimics how 

crows hide food. Crows are intelligent birds that can recognize faces and alert their species to danger. One of the 

ways they show their cunning is by hiding food and remembering where it is. Each crow is assessed using a fitness 

function, and its value is stored as the initial memory value. Each crow records where it hides in its memory 

parameter and updates its location by picking a random crow. This fitness function is employed to locate and 

follow human participants in the dataset based on their behavior during random selection. That raises the 

complexity of computing and boosts the effectiveness of the human tracking system. 

First, improve computational complexity by implementing Faster R-CNN for person detection. The output 

includes the rectangle bounding box's (height, coordinates, and width) confidence score value and class label. The 

information regarding the object's position on the video is contained in this boundary box. The first step produces 

region anchors using RPN, a two-stage detector. The following stage is used for human classification, which 

collects bounding box data using discovered anchor regions. Via convolution layers, the attributes for the input 

video are retrieved. The generated feature maps are created further using the retrieved features. The generation of 

anchor or region boxes takes place using the sliding window method. These anchor boxes are further refined to 

identify an object's or person's appearance in the video. The anchors/detected bounding boxes are improved in the 

final stage, which also involves applying a CSO fitness function in a fully connected layer to improve human 

prediction using a small network and computing the loss function to determine the best anchor regions. 

The RPN generates a series of rectangle object proposals, each with an object score, from an input video (size). 

Moreover, extract convolutional features from the original photos using the network. The convolutional feature 

maps are entered into a tiny network that maps them to a lower-dimensional set of features using a nn spatial 

window as input. A box classification and regression layer, which determines the box as a collection of 

classification tasks or background, is fed this feature. Set reference boxes (anchors) with a size and aspect ratio at 

every sliding-window location to increase detection precision. The Faster R-CNN anchors share three scales and 

three aspect ratios that yield 9=s  at every sliding position. The RPN function loss is measured using Eqn. (9). 

   ( ) ( ) ( ) ( ) ++= 
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ii tCQQAY
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1

,
1

,                         (9) 

Where, i is considered as the anchor index, iY  is denoted as anchor predicted probability belonging to i  object, 

iQ  is represented as a vector representation of predicted boundary box, and 


iQ  is called ground truth. Moreover, 

cln  is denoted as minibatch size,  rgn  is considered as several anchor locations, and ( )tC s  is represented as 

fitness of the CSO.  
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Fig.5 Flow chart of developed FR-CNN-CSO model 

The coordinates of the bounding box regression parameterizations is described in Eqn. (10). 
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Let, ,X and Y are considered as box center coordinates, and E  are denoted as the box centre’s width and height. 

Moreover, X is denoted as a predicted box, bX  is called anchor box, and
X  is considered a ground truth box. 

A human tracking system's objective is to locate and categorize each instance of a human with a bounding box in 

the input image or video frames. Regression and classification both use the loss function. Finally, the identified 

bounding box with people and a total class score are produced at the output. The flow chart of the developed 

model is shown in fig.5. 

5. RESULTS AND DISCUSSIONS 

The FR-CNN-CSO methodology uses Python software to locate and follow people. The Faster R-CNN updates 

the CSO fitness to raise computational complexity and boost the results' precision. Also, during the preparation 

stage, noise from the dataset is eliminated. Moreover, feature extraction removes unneeded features and extracts 

essential information from the dataset. Ultimately, a built model can quickly and accurately classify and identify 

people. 

5.1 Performance analysis 

The obtained findings are tested with other widely used conventional techniques to demonstrate the efficiency of 

the developed method. Also, the F-score, precision, accuracy, recall, and execution time, performance measures 

are contrasted. Thus the existing techniques are YOLOv3 [27], YOLO-v2 [28], and CNN [29]. 

5.1.1 Accuracy  

Closed assessments of the acceptable or real value are used to assess accuracy. The actual or desired value of 

something is determined using accuracy. Eqn. (11) is used to calculate accuracy. 

****

**

nenepopo

nepo

c
ftft

tt
A

+++

+
=                                                       (11) 

Let, 
*

pot   denoted as the actual positive rate of a detected human, 
*

n et  is considered the correct negative rate of a 

detected human. Moreover, 
*

pof  and 
*

nef  are represented as the incorrect favourable and incorrect negative rates 

of detected humans. The comparison of the accuracy is exposed in fig.6. 

 

Fig.6 Comparison of accuracy 
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The proposed model increased accuracy results are compared to popular models like YOLOv3, YOLO-v2, and 

CNN. Moreover, the accuracy rates for YOLOv3 and YOLO-v2 were 93% and 90%, respectively, for 20 epochs. 

Similar results were obtained by the CNN model (98% accuracy). Eventually, the created model gained an 

accuracy of 99.34% for 20 epochs. The accuracy rates for YOLOv3 and YOLO-v2 were 94% and 90.98%, 

respectively, for 100 epochs. Similar results were obtained by the CNN model (98.66% accuracy). Eventually, 

the created model gained an accuracy of 99.75% for 1000 epochs. The designed technique achieves higher 

accuracy ratings when comparing other models. 

5.1.2 Precision 

Moreover, the closed metrics of the human detecting system are used to determine precision. Precision is distinct 

from accuracy and is more trustworthy when evaluated by consistent results. Precision is calculated using Eqn. 

(12). 

**

*

popo

po

r
ft

t
P

+
=                                                                (12) 

The results of the developed model's increased precision are validated using findings from other popular models 

like YOLOv3, YOLO-v2, and CNN. The precision rates for YOLOv3 and YOLO-v2 gained 90% and 89.41%, 

respectively, for 20 epochs. In accordance, the CNN technique achieves 98% precision for 20 epochs. Eventually, 

the developed model achieves a precision of 99.45% for 20 epochs. Moreover, precision rates for YOLOv3 and 

YOLO-v2 gained 91.76% and 90.76%, respectively, for 100 epochs. In accordance, the CNN technique achieves 

98.47% precision for 100 epochs. Eventually, the developed model achieves a precision of 99.79% for 100 epochs. 

Compared to other models, the designed one achieves higher precision scores. Fig.7 displays a graphical 

representation of precision. 

 

Fig.7 Comparison of precision 

5.1.3 Recall  

The recall is a total of all relevant data that have been located and are helpful in some way. The ability of the 

created model to find each appropriate case in the dataset is called recall. Moreover, it is calculated by dividing 

the total number of true positives by the sum of false negatives and true positives. The recall is calculated using 

Eqn. (13). 
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The acquired recall results of the developed model are validated using various widely used models, including 

YOLOv3, YOLO-v2, and CNN. Moreover, the recall rates for YOLOv3 and YOLO-v2 were 88% and 83.5%, 

respectively, for 20 epochs. Similar results were obtained by the CNN model (97%) for 20 epochs. Eventually, 

99.15% of recall is achieved by the designed model for 20 epochs. In addition, the recall rates for YOLOv3 and 

YOLO-v2 were gained 89% and 86%, respectively, for 100 epochs. Similar results were obtained by the CNN 

model (86%) for 100 epochs. Eventually, 99.69% of recall is achieved by the designed model for 100 epochs. 

Compared to other models, the designed one achieves higher recall scores. Figure 8 displays a graphic illustration 

of recall. 

 

Fig.8 Comparison of recall  

5.1.4 F-score 

The F-score is created by adding all of the categorization measures together. The F-score perceives the precision 

and recall of the scoring method. The higher F-score reflects the accuracy of the categorization measures as 

predictors. Eqn. (14) is used to determine the F-score. 

er

er

s
RP

RP
F

+


= 2                                                         (14) 

Where, rP  is denoted as precision and eR  is represented as recall.  

 

Fig.9 Comparison of F-score 
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The developed model's F-score results are validated against other widely used models, including YOLOv3, 

YOLO-v2, and CNN. The F-score rates for YOLOv3 and YOLO-v2 were gained 85% and 80%, respectively, for 

20 epochs. In accordance, the CNN technique achieves a 90.6% F-score for 20 epochs. Eventually, 99% of the F-

score is achieved by the designed technique for 20 epochs. Additionally, the F-score rates for YOLOv3 and 

YOLO-v2 were gained 86.76% and 82.05%, respectively, for 100 epochs. In accordance, the CNN technique 

achieves a 92.35% F-score for 100 epochs. Eventually, 99.57% of the F-score is achieved by the designed 

technique for 100 epochs. Compared to other models, the designed one achieves higher F-scores. In addition, the 

designed one performed higher F-scores while comparing other models. Figure 9 shows a graphic representation 

of the F-score. 

5.1.5 Execution time 

The execution time, typically independent of the start time but frequently depends on the input data, determines 

how long a process takes. The period between the start and end times is the execution time. To find the execution 

time, subtract the starting time from the finishing time. Time complexity is the exponential behavior of execution 

times as input size approaches infinity. Computational complexity measures how long an algorithm executes with 

the input's length. It computes the execution time of each algorithm's program statement. A comparison of the 

execution times is shown in Figure 10. 

 

Fig.10 Comparison of execution time 

The results of the proposed model's acquired execution time are verified against those of other widely used models 

like YOLOv3, YOLO-v2, and CNN. The execution time for YOLOv3 and YOLO-v2 was 12.5s and 15s, 

respectively, for 20 epochs. The CNN technique gained 8.95s execution time for 20 epochs. Eventually, the 

developed model achieves a 3.7s execution time for 20 epochs. Additionally, the execution time for YOLOv3 and 

YOLO-v2 gained at 16.8s and 20s for 100 epochs. The CNN technique gained 13.6s execution time for 100 

epochs. Eventually, the developed model achieves a 6s execution time for 100 epochs. The planned technique has 

attained lower execution time while comparing other methods. Moreover, it shows the improved computational 

complexity of the designed model. 

5.2 Discussions 

F-score, precision, accuracy, recall, and execution time performance outcomes were all improved by the new 

technique. Also, the time required to locate and follow the human presence in the collected dataset is reduced 

compared to other models. However, the developed model increases computational complexity by taking less time 

to run. The proposed model's performance is eventually validated using various data sizes. Details regarding the 

results of the model are provided in Table 2. 
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Table.2 Overall performance 

Data sizes (kb) Performance assessments 

Accuracy (%) Precision (%) Recall  

(%) 

F-score 

 (%) 

Execution time 

(s) 

100 99.34 99.45 99.15 99 3.7 

200 99.44 99.53 99.22 99.09 4 

300 99.53 99.66 99.42 99.23 5.2 

400 99.68 99.79 99.55 99.44 5.9 

500 99.75 99.89 99.69 99.57 6 

 

Also, the FR-CNN-CSO model, which correctly and efficiently tracks the human, has upgraded crow search 

fitness. Furthermore, 30% of datasets are utilized for testing, while 70% are used for training. As a result, the 

designed model attained better results in identifying and tracking humans, reaching 99.34%, 99.44%, 99.53%, 

99.68%, and 99.75% accuracy, 99.45%, 99.53%, 99.66%, 99.79%, and 99.89% precision, 99.15%, 99.22%, 

99.42%, 99.55%, and 99.69% recall, 99%, 99.09%, 99.23%, 99.44%, and 99.57% F-score, and 3.7s, 4s, 5.2s, 5.9s, 

and 6s execution time for 100, 200, 300, 400, and 500 kb data sizes. The gained performance of accuracy vs. loss 

is shown in fig.11. 

 

 
Fig.11 Accuracy Vs. Loss 

As a result, the developed model produces improved results for predicting human tracking systems. In addition, 

the created model improves the computational complexity using an optimized deep learning model and boosts the 

human tracking system.   

6. CONCLUSION 

In this work, an approach of Faster Region-based CNN with CSO is developed to improve computation efficiency 

in human tracking systems. Optimizing-based deep learning with one-class detection is a challenging task in a 

real-time system where computational time is a considerable parameter and affects the system's efficiency. The 
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developed approach has the advantage of high accuracy by reducing computational time. The proposed method 

comprises preprocessing, feature extraction, and human detection. The efficiency achieved for human detection 

is 99.34%. The recall reached for the human target tracking based on several experiments is 99.15%. The results 

have proved that using an FR-CNN-CSO model can achieve more accurate results within a reasonable 

computational time. Implementing such kind of strategy in a complex system like a drone is very feasible. In the 

future, hybrid optimization with enhanced DL models will improve the performance of the human tracking system 

and enhance computational complexity. 
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