Advanced Recognizing and Categorizing System for Alzheimer's and Parkinson's Syndromes using CNN Algorithm and Clinical Data

Abstract: Parkinson's Disease (PD) and Alzheimer's Disease (AD) are advancing neurodegenerative diseases that impact a large number of individuals globally. This study provides a novel method to identify and categorize individuals in the early stages of PD and AD by analyzing online handwriting structures, leveraging the current progress in Machine Learning (ML) in the medical domain. The research explores multiple data augmentation strategies to address the limited training information available for classifying neurodegenerative disorders based on behavioral information. The study used a Convolutional Neural Network (CNN) classification as a foundation model by identifying essential radiomics characteristics from the T1-weighted Magnetic Resonance Imaging (MRI) data. The research explores data augmentation strategies designed explicitly for time-series information, such as online handwriting patterns, instead of standard methods used for hardware-based detection. This approach, with more validation, might assist in distinguishing between difficult instances of AD and PD that have a comparable mild motor and non-motor symptoms.
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1. Introduction alzheimer's and parkinson's disease
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Alzheimer’s Disease (AD) [1] and Parkinson’s Disease (PD) [2] are the predominant neurodegenerative disorders globally. According to the World Health Organization (WHO), 50 million individuals globally have dementia, with AD being the probable cause in 65-75% of these instances. A survey found that PD impacted 8.2 million individuals worldwide. Structural Magnetic Resonance Imaging (MRI) is used to identify biomarkers indicative of PD and AD in people [3]. Dimensional T1-weighted MRI brain is a common and readily available imaging technique that does not expose the patient to ionizing radiation [4].

A multi-center research was done by the PD task force of the Enhancing Brain Imaging Genomics via Meta-Analysis (ENIGMA) collaboration [5]. The study included 2000 PD patients and 1180 normal controls, utilizing MRI images from 19 worldwide locations. The scientists examined the cortical thickness, local dimension, and percentages of subcortical brain areas, uncovering a widespread pattern of atrophy that worsens as the illness develops. Research on AD has been conducted based on extensive cohort studies like the AD Neuroimaging Initiative (ADNI), which has released several research showing significant alterations in brain measurements in the condition [6]. Although substantial, case-control studies merely highlight unique characteristics across groups and do not provide a method to categorize illness status in new people. More than 80% of PD patients have cognitive impairments, which are often seen in the early stages of the disease and in newly diagnosed individuals. Thus, distinguishing between early AD and early PD is a crucial clinical concern.

Deep Learning (DL) and Machine Learning (ML) algorithms have been created for various neuroimaging tasks, such as picture reconstruction, augmentation, area segmentation, illness detection, and subtyping. When building models for these tasks, it is essential to consider data availability, the scale and effectiveness of the neural network construction, and how it performs on other datasets apart from those used for training. Several research has shown the potential of using Convolutional Neural Networks (CNNs) on brain MRI images for regression analysis, including predicting brain age, a frequently employed benchmarking test to estimate a person's age based on their brain scans [7].

This paper proposes the Alzheimer’s and Parkinson’s Syndromes Classification Model (APSCM), a CNN that extracts features from MRI scans and classifies subject-level PD and AD. The critical contribution of this work includes:

- A CNN architecture for classification of PD and AD versus healthy control subjects using MRI.
- To test the proposed model independently, the research evaluates the models on multiple datasets, including external datasets from different centers.

The rest of the paper is listed as follows: section 2 indicates the background and literature survey of the PD and AD. The proposed Alzheimer’s and Parkinson’s Syndromes Classification Model is designed and discussed in section 3. Section 4 shows the simulation analysis and its findings. Section 5 discusses the conclusion and future research area about PD and AD.

2. Background and related works

Several research studies have made remarkable advances in the field of dementia diagnosis. Many focus on diagnosing a specific kind of dementia via computer-aided diagnostics. They used many forms of clinical data, including history, physical examinations, cognitive tests, laboratory research, and imaging. Instead of visualizing the complete range of medical tests, it identifies problems as normal or pathological. The most effective method for classifying various kinds of memory using one or a combination of techniques is imaging in medicine. The suggested research aims to identify several types of dementia using a computer program. It is challenging to discern between various kinds of dementia due to the similarity of their symptoms. The most effective method for identifying diseases is studying the changes in the human brain under different dementia conditions.

Various ML approaches used in the same field are examined and elucidated below: Fouladi et al. proposed a neural network-based tool for diagnosing and monitoring AD advancement [8]. The individual gathered ADNI data from 1700 patients and trained the data using the “All-Pairs” approach. When dealing with missing data, preprocessing the data to highlight missing items is a crucial benefit in this study. Belyaev et al. used model-
based ML approaches for diagnosing and classifying PD [9]. They utilized clinical, socioeconomic, and neuroimaging databases in their research. Li et al. suggested a study to enhance dementia screening tests via Artificial Intelligence (AI) [10]. The obtained data comprises history data, physical examination, cognitive testing, laboratory research, and radiology. They categorized the dementia state using a Naïve Bayes classification. El-Sappagh et al. researched identifying dementia using ML [11]. A two-layer model was created for the early detection of AD using the brief mental state assessment. They compared the suggested method with various ML techniques.

Other studies have suggested techniques for categorizing neurodegenerative disorders. Sethi et al. developed a 2D model using the Inception-V4 framework for AD categorization [12]. Rezaee et al. presented a CNN model based on the AlexNet structure for PD categorization [13]. Previous techniques often make forecasts in a segmented fashion. Veetil et al. discuss data leakage concerns in previous neuroimaging studies, some of which included making projections based on slices of data [14]. Many 2D approaches used before only consider the spatial connections among some of the segments in the MRI region. Hu et al. demonstrate that CNNs perform better than other MLs in specific neuro-imaging categorization tasks [15].

3. Alzheimer’s and Parkinson’s syndromes classification model

The process flow of the suggested system is shown in the architectural diagram in Figure 1.

3.1 Pre-processing

The MRI dimensions underwent preprocessing to align the images with standard template pictures. The research conducted a skull-stripping brain separation utilizing the architecture. The research then obtained masks for gray and white material. The study performed a nonparametric brightness adjustment. The research then ran linear registrations to a UK Biobank with minimal distortion using 6 degrees of variation. The research resized the photos to 2 mm utilizing the Resampled Image instrument, resulting in pre-processed pictures measuring 92 x 110 x 93. The MRI clinical data were normalized to a range of 0 to 1 by min-max scaled for the CNN algorithm.

Fig. 1. Workflow of the proposed APSCM system
3.2. Clinical data preparation

The preparation method follows a series of stages to achieve consistency in the databases, which includes nonparametric intensity standardization and orthogonal cubic resampling to 2 mm. The research generated distinct data divisions to train, validate, and test the suggested model. The research matched both subsets of the UPenn database (PD) and OASIS database (AD) by selecting an equal number of instances and controls for testing independently since there were more PD patients in UPenn than normal controls and more controllers in OASIS than AD instances. Test data sets for both cohorts have been balanced by merging the smaller group with randomized, unique groups of identical proportions from the more prominent categories.

3.3. Segmentation

Picture segmentation is the process of dividing a digital picture into several parts. The segmentation approach used in the suggested study is an improved K-means. The K-means technique is employed in multiple fields, such as segmenting pictures, mining data, and bioinformatics. The standard K-means method is best suited for a small amount of data. The approach utilizes an altered version of the K-means method. The improved K-means clustering algorithm utilizes the Euclidean distance to calculate centroids. The local optimum solution is circumvented, decreasing the use of the cluster error criteria.

3.4. Feature extraction

The picture features are retrieved from the segmented layer utilizing the Gray-Level Co-Occurrence Matrix (GLCM), Speeded-Up Robust Features (SURF), and Gradient Magnitude Histogram (GHM) techniques and then saved in the database.

SURF is a trademarked method for detecting and describing local image features. It primarily uses picture categorization, object identification, and reconstruction. The SURF method has three components: identifying interest locations, defining the local neighborhood, and performing matching. The SURF technique is used on the segmentation input picture in the suggested work, and the resulting data sets are saved in the repository.

GLCM analyzes the texture of the fragmented image and provides information about the spatial arrangement of pixels. Several GLCM characteristics are accessible, including Autocorrelation, Contrasting, Entropy, Energies, Highest probability, and Average estimation, which are used in this study.

GHM quantifies the frequency of gradient directions in certain picture regions. The gradient estimates are computed from the spectrum and then saved in the database.

3.5. Classification

A CNN was trained and categorized using a repository including photos of AD, PD, and healthy individuals. The network used values obtained from the feature extraction layer. A neural network is a unique collection of inputs and output units, where each unit has its weighting and biases. Training a neural network classification involves modifying the weights to anticipate the proper class. CNN structure is seen in Figure 2.
Three kinds of parameters usually characterize a CNN:

1. The connectivity pattern links the various levels together.
2. The learning method involves updating the related weights as they progress from one layer to another.
3. The activation function extracts the output from the provided input sample.

This article utilizes a CNN that combines feedforward and backpropagation techniques. The input layer computes and transmits the output values to the concealed layer. Each hidden layer receives information from all input layers via individual weights and bias functions. The output layer receives these data to generate the output. Activation is employed to process and generate the output based on the inputs. Every input symbol is compared to an upper limit to determine whether it is more than or less than the value set for the threshold. The suggested APSCM divides the categorization procedure into training and evaluation. During the training phase, photos are picked for training, and their characteristics are retrieved while already knowing the label of each image. The information is then placed in a trained database. A picture is chosen from the test library during the test stage, and the illness classification is determined.

3.6. CNN training and hyperparameter optimization

The CNN's tiers were taught using the information for PD categorization and the ADNI information for AD categorization. The CNN's hyperparameters were fine-tuned using a random searching method. The primary hyperparameters that were adjusted were the optimization, learning percentage, rate of learning, planning, dropout percentage, biased initializer for imbalanced classes, early halting, number of training sessions, and batch length. The hyperparameters for classifying AD were 200 iterations, a dropout rate of 0.2, a batch length of 4, Adam optimization with a learning speed of $2e^{-4}$, and a weight decay of $1e^{-4}$. The categorization of PD was done using hyperparameters: trained for 200 iterations with early halting if there was no change in verification loss for 30 intervals, dropout percentage of 0.2, batch dimension of 4, Adam optimization with an acquiring rate of $2e^{-4}$, and a weight decay of $1e^{-4}$. The research set a bias in the result level to the logarithmic of the ratio between the amount of specimens in class 0 and the number of specimens in class 1. This was done to correct the discrepancy in the database. The algorithm that demonstrated the highest validation effectiveness was applied to evaluate the two categories on the test datasets.

3.7. Model testing

The research assessed the models using conventional metrics for performance, such as accuracy, precision, specificity, and sensitivity. The performance measures were computed by averaging all the balancing subgroups of the UPenn and OASIS separate testing sets.

4. Simulation outcomes
MRI pictures were obtained from the Laboratory of Neuroimaging (LONI) in DICOM format, including images related to AD, PD, and healthy brains [16]. Out of a database containing 1000 photos, 700 were allocated for learning and 300 for validation. A CNN processed both the training data and test data. The tests are implemented using Python, and a framework is constructed and trained using the Pytorch and Sklearn tools. The research uses the assets Google Colab provided to utilize a Graphical Processing Unit (GPU) and enhance training velocity.

Figure 3 displays how accuracy changes throughout iterations from 0 to 200, with increments of 20, demonstrating the influence of iterative modifications on the performance of Support Vector Machine (SVM), CNN, Naïve Bayes (NB), Random Forest (RF), Principle Component Analysis (PCA), Linear Discriminant Analysis (LDA), and the proposed APSCM algorithms. Accuracy is calculated by dividing the number of accurately predicted cases by the total number of instances and expressing it as a percentage. By the 200th iteration, the average accuracy for each approach is SVM (82.42%), CNN (86.96%), NB (80.00%), RF (82.69%), PCA (81.58%), LDA (80.37%), and APSCM (90.96%). APSCM’s excellent performance is due to its specialized processing of time-series data, showing promise for improved categorization of neurodegenerative diseases compared to conventional approaches.

Figure 4 displays accuracy variations throughout iterations (0 to 200 with a step size of 20) for SVM, CNN, NB, RF, PCA, LDA, and APSCM algorithms. Precision is determined by dividing the number of actual positive cases by the total of virtual positive and false positive instances and is given as a percentage. The average accuracy values for each approach are SVM (84.25%), CNN (88.28%), NB (77.53%), RF (87.10%), PCA (80.16%), LDA (84.68%), and APSCM (94.00%). The APSCM technique regularly shows greater accuracy in formulating correct optimistic predictions, perhaps because of its specialized handling of time-series information.
Figure 5 displays the sensitivity trends for SVM, CNN, NB, RF, PCA, LDA, and APSCM algorithms across iterations ranging from 0 to 200 with a step size of 20. Sensitivity is measured as the ratio of true positive cases to the total of actual positive and false negative instances represented as a percentage. The average sensitivity for each technique at the last iteration (200) is as follows: SVM (88.25%), CNN (89.09%), NB (77.56%), RF (84.17%), PCA (81.83%), LDA (85.58%), and APSCM (90.91%). The suggested APSCM regularly shows increased sensitivity, highlighting its efficacy in precisely detecting positive cases, perhaps because of its specialized method of managing time-series data.

Figure 6 displays the specificity patterns for SVM, CNN, NB, RF, PCA, LDA, and APSCM algorithms throughout iterations ranging from 0 to 200 with a step size of 20. Specificity is the proportion of actual negative cases to the total of true negative and false positive instances, represented as a percentage. The average specificity for each approach at the last iteration (200) is as follows: SVM (84.55%), CNN (87.16%), NB (76.47%), RF (86.21%), PCA (82.30%), LDA (81.83%), and APSCM (90.81%). The suggested APSCM shows superior specificity, indicating its effectiveness in reliably recognizing negative occurrences, likely because of its unique method of dealing with time-series information.

5. Conclusion and future scope

The studies and findings demonstrate the capability of the CNN model to categorize neurodegenerative disorders using MRI. The CNN scored well when trained on a partial dataset and surpassed the starting point random forest
classification. The research demonstrated variations in the training and testing performance of the suggested approach in tasks related to classifying PD and AD. The proposed pipeline might be improved by training it on more data and doing more validation. This could assist in screening patients for PD and AD non-invasively using structural MRI information. Classification algorithms with modest accuracy are valuable screening tools before invasive tests, which are utilized to define biological AD and diagnose PD. The research explores multiple ML and optimization methods, such as swarm optimizations and genetic algorithms, for analyzing AD and PD at different degrees in the future.
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