Enhancing Breast Cancer Detection with Ensemble Machine Learning Models

Abstract: Breast cancer remains a significant public health issue worldwide, underlining the need for accurate and efficient diagnostic methods. Our paper introduces an innovative approach for enhancing breast cancer diagnosis through the integration of multiple machine-learning models. Our strategy employs a combination of the Naïve Bayes classifier, Stochastic Gradient Descent (SGD), Bagging, and the ZeroR classifier, alongside Bayes Network learning. The cornerstone of our approach is Bayes Network learning, a probabilistic graphical model designed to map out the intricate interconnections among various diagnostic factors. This is significant in the way that it can help to uncover complex relationships in the data for the sake of leading to more accurate predictions. Furthermore, we use the Naïve Bayes classifier, a classifier showing good validity in classification tasks and based on probabilistic reasoning, for the screening of breast cancer. Another refined model's parameter is included using the SGD and leads to enhancement of the generalization and overall performance of the model. In addition, as part of controlling overfitting, one can also use Bagging. It is an ensemble method in the sense that it considers several models. ZeroR classifier is a very basic classifier and is just used to compare its performance with our composite approach. We are comparing complex ensemble results to its simplicity. We will validate the ability of our proposed methodology to compare the performance of our integrated models against ZeroR.
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I. INTRODUCTION

Breast cancer is one of the most distressing health issues of the day, and thereby accentuates to the fact that better ways need to be found in helping patients achieve better health. The paper introduces an innovative approach to breast cancer diagnosis using a suite of machine-learning models aimed at achieving higher detection accuracy [1][2]. For this purpose, our approach marries the Naïve Bayes classifier, though with bagging, Stochastic Gradient Descent (SGD) with the ZeroR classifier, and perhaps most importantly, Bayes network learning, into one holistic diagnostic tool [3]. Our approach uses Bayes Network Learning to be able to map, in an effective way, the complex interactions that different diagnostic indicators hold in the Breast Cancer Dataset, revealing subtle but important correlations [4][5][6]. Further, to improve the method, this classifier has been taken. The Naïve Bayes classifier brought the advantage of probabilistic reasoning in very successful ways in classification tasks and has proven to be a very successful classifier. More importantly, we applied Stochastic Gradient Descent (SGD) to make the system more stable and adaptive; with such a system, better performance is optimized, and generalization is guaranteed across several datasets. On the other hand, techniques such as Bagging, an advanced ensemble method, help in the amalgamation of different model predictions so as to reduce overfitting and boost predictive accuracy. Example: Mammography, Breast Imaging—a traditional approach, M [9]. It is a diagnostic practice checking the health of female breast tissue by use of X-rays, and it helps a lot in the early detection of the condition, which can be elusive through an external examination. The technique is further revolutionized through the incorporation of dynamic magnetic resonance imaging (MRI). The technique is so important not only in providing detailed images of the breast abnormalities but also in further understanding the dynamics of growing tumor and angiogenesis rates, which contribute by all means to the earliest diagnosis of metastatic contrasts reduction for the patient. Their use of the multi-model approach, with the integration of state-of-the-art machine learning models and the cutting-edge
imaging technologies, only heralds a big leap for the detection of breast cancer. It could be in new detection methods or new patient care methods. In one of the recently invented ways, ultrasound [11], sound waves are used in the penetration of the body in search of any form of abnormalities. The transducer sends sound waves that are picked up by the reflections of tissue in the breast [12]. It is an important non-invasive procedure that yields useful diagnostic data. The second tool, the electrography [13], whose researchers have developed only recently, is applicable in cases when breast cancer tissue exceeds that one surrounding it in size. To discriminate between benign and malignant tissue types, compression color mapping is used. The technique produces echoes that are transformed into grayscale or numerical representations for computer analysis. Using F-fluorodeoxyglucose tracers in Positron Emission Tomography (PET) [14] pictures, doctors can gain a thorough understanding of the function of the tumor within the human body. This method uses radiation tracers to examine the metabolic activity of the tumor and determine its effect on the patient’s overall health.

Machine learning [13, 15, 16, 17], bio-inspired computation approaches [17, 18, 19, 20, 21, 22, 23], deep learning [24], and other diverse techniques have recently found use in the field of medical prediction. Despite the validation of a variety of strategies, none have consistently produced exact and trustworthy results. The pursuit of accuracy faces difficulties, particularly in the field of mammography where medical practitioners must evaluate vast amounts of picture data. This method not only takes time, but it can occasionally result in inaccurate disease diagnosis. To overcome this problem, this article compares various machine-learning methods for data-driven disease diagnosis. Six supervised machine learning techniques were used to successfully identify medical problems. This article is organized as follows: The introduction is in Section 1, and a thorough literature analysis is in Section 2. The preprocessing steps required for machine learning are covered in Section 3. The software and simulation approaches, as well as thorough justifications of the outcomes, are presented in section four. The final section, Section 5, summarizes the findings of this study.

II. RELATED WORK

In [25], the implementation and comparison of various machine learning classification techniques like Decision Trees, Bayesian methods, and Neural Networks in predicting breast cancer outcomes. The study would detail the dataset used, data preprocessing steps, model training, validation processes, and a comparative analysis based on sensitivity and accuracy metrics, concluding with the superior performance of Neural Networks in this application. A machine has been created in [26] that introduces a diagnostic tool combining Random Forest classifiers with feature selection techniques to distinguish between malignant and benign breast tumors. It would detail the feature selection process, Random Forest model specifications, training and testing phases, and evaluation metrics, highlighting the model's diagnostic performance and prognostic value, with emphasis on the reduction in feature dimensionality and its impact on accuracy.

In [27], explores the application of SVM, ANN, and Decision Trees in predicting breast cancer recurrence, utilizing a dataset from the Iranian Center. The paper will discuss each algorithm's methodology, performance evaluation, and a comparison based on accuracy, sensitivity, and specificity, concluding with findings on the most effective model for recurrence prediction [28]. investigates the efficacy of an ensemble approach combining Support Vector Machines and Decision Trees, focusing on breast cancer identification with a reduced feature set. The study would describe the ensemble methodology, feature reduction process, model validation, and results, emphasizing improvements in accuracy and model interpretability.

In [29], the role of machine learning in cancer prognosis and prediction, analyzing various models' applicability. The following paper intends to discuss, in detail, the role of machine learning in oncology. It provides an analysis of several statistical models and an extensive review of relevant literature focusing on the accuracy and promise of machine learning in appropriately forecasting cancer outcomes. It is further elaborating the highlighted comparative studies described in [30], describing the applied algorithms under testing, applied datasets in the experiments, methodologies, and results—hence, further justifying utility and clinical applicability of these machine learning approaches. Section [31] focuses basically on the comparison of the performance of different variants of the decision tree algorithm within the domain of breast cancer classification. This section outlines further comparative studies presented with respect to approaches in data preprocessing, feature selection, and evaluation metrics such as accuracy, sensitivity, and specificity. It identified the best model from the decision tree
purposed and discussed its utility in the clinical setup and for the betterment of automated medical systems. Further, in [32], a methodology based on the neural network of diagnosing breast cancer is proposed.

The following section gives an idea of the architecture of the neural network used, explains steps taken in training and validation, and goes on to compare its performance and accuracy with conventional classification methods. The section will also take into consideration both the disadvantages and advantages of using neural networks for medical diagnostics. The research works on the use of a DT-SVM hybrid model in prediction of breast cancer with much focus laid on big data analytics. The study will involve integrating Decision Trees and Support Vector Machines, data sets, model training, model testing, and the effect of big data on enhancing predictive accuracy and model scalability [33]. applies a Mamdani fuzzy inference system to detect breast cancer risk, detailing the setup of the fuzzy inference system, the rules used for classification, and how this method compares to traditional risk detection methods. The paper will highlight the advantages of fuzzy logic in handling uncertainty and variability in medical data [34].

In [35], explore cancer classification using an SVM approach, detailing the methodology, dataset, and comparative analysis with other machine learning models. The findings would discuss the relevance of vector machine's performance in terms of accuracy, precision, and speed in cancer classification tasks.

focuses on enhancing breast cancer detection using a weighted naive Bayes classifier. The paper will discuss the weighting approach, dataset, feature selection, and the impact of this method on the classifier's performance, particularly in handling imbalanced datasets and improving detection rates. [36]. Weighted ideas are implemented to expand and improve the performance of standard Naive Bayes models. Breast cancer dataset-based domain-awareness weight assignment utilizing the machine learning library at UCI. The experiments show that an approach to heavy naive berries is preferable to the naive method. the application of convolutional neural networks (CNNs) to mammogram imaging systems for breast cancer detection, detailing the CNN architecture, data augmentation techniques, training process, and performance metrics, with insights on the advantages of CNNs over traditional image analysis methods. [37]. The study would detail the feature selection process, model development, and comparative analysis, highlighting how correlation-based feature selection impacts diagnostic accuracy and model efficiency [38].

In [39] Focuses on classifying mammogram images using textural features and artificial neural networks. The paper will detail the textural feature extraction process, ANN model development, and findings on the model's effectiveness in differentiating between malignant and benign mammogram images.

In [40] develops an SVM-based ensemble algorithm for breast cancer diagnosis, detailing the ensemble strategy, SVM models, performance evaluation, and how this approach improves upon single-model diagnostic systems. In [41], the use of particle swarm optimization for feature selection in predicting breast cancer recurrence. The study would detail the PSO algorithm, feature selection process, model performance, and the benefits of this approach in enhancing predictive accuracy.

In [42], r explores normalized neural networks for breast cancer classification, detailing the normalization process, neural network model, dataset, and performance comparison with traditional neural network approaches. In [43], Focuses on using a deep neural network with multiple activation functions for breast cancer diagnosis, detailing the network architecture, activation functions, dataset, and comparative performance analysis, highlighting the benefits of this approach over standard DNN models.

In [44] discusses machine learning techniques for classifying types of breast cancer, detailing the dataset, machine learning models used, feature selection techniques, and findings on model performance, particularly focusing on the effectiveness of SVMs in classifying breast cancer subtypes. The recommended methods were employed across various gene expression datasets to assess and confirm their effectiveness. The Support Vector Machine algorithm successfully differentiated between triple-negative and non-triple-negative breast cancer subtypes, resulting in fewer misclassification mistakes compared to the other three algorithms under review.
Table 1. Compare different algorithms used in the diagnosis of breast cancer.

<table>
<thead>
<tr>
<th>Ref</th>
<th>Method</th>
<th>Objective</th>
<th>Achievements</th>
</tr>
</thead>
<tbody>
<tr>
<td>[31]</td>
<td>Decision Tree Algorithms</td>
<td>Breast cancer classification</td>
<td>Analyzed the performance of various decision tree models</td>
</tr>
<tr>
<td>[32]</td>
<td>Neural Network</td>
<td>Breast cancer diagnosis classification</td>
<td>Proposed a neural network approach for diagnosis</td>
</tr>
<tr>
<td>[33]</td>
<td>DT-SVM Hybrid Model</td>
<td>Big data: breast cancer prediction</td>
<td>Integrated DT and SVM for improved prediction</td>
</tr>
<tr>
<td>[34]</td>
<td>Mamdani Fuzzy Inference System</td>
<td>Breast cancer risk detection</td>
<td>Utilized fuzzy logic for risk assessment</td>
</tr>
<tr>
<td>[36]</td>
<td>Weighted Naive Bayes Classifier</td>
<td>Breast cancer detection predictive model</td>
<td>Introduced weighted approach for better detection</td>
</tr>
<tr>
<td>[37]</td>
<td>Convolutional Neural Networks</td>
<td>Mammogram imaging system for breast cancer detection</td>
<td>Employed CNNs for improved mammogram analysis</td>
</tr>
<tr>
<td>[38]</td>
<td>ANN and SVM</td>
<td>Correlation-based feature selection for breast cancer diagnosis</td>
<td>Investigated the effect of feature selection on diagnosis</td>
</tr>
<tr>
<td>[39]</td>
<td>Artificial Neural Network (ANN)</td>
<td>Textural feature-based classification of mammogram images</td>
<td>Utilized ANN for textural analysis in mammograms</td>
</tr>
<tr>
<td>[40]</td>
<td>SVM-based Ensemble Algorithm</td>
<td>Breast cancer diagnosis</td>
<td>Developed an ensemble algorithm for better accuracy</td>
</tr>
<tr>
<td>[41]</td>
<td>Particle Swarm Optimization Feature Selection</td>
<td>Breast cancer recurrence prediction</td>
<td>Applied PSO for feature selection and prediction</td>
</tr>
<tr>
<td>[42]</td>
<td>Normalized Neural Networks</td>
<td>Breast cancer classification</td>
<td>Introduced normalized neural networks for classification</td>
</tr>
<tr>
<td>[43]</td>
<td>Deep Neural Network</td>
<td>Breast cancer diagnosis</td>
<td>Used multiple activation functions for improved diagnosis</td>
</tr>
<tr>
<td>[44]</td>
<td>SVM, KNN, Naive Bayes, and DT</td>
<td>Breast cancer type classification using machine learning</td>
<td>Evaluated different models for type classification</td>
</tr>
<tr>
<td>[45]</td>
<td>Preprocessing Methods</td>
<td>Impact on Healthcare Predictions</td>
<td>Assessed the influence of preprocessing on predictions</td>
</tr>
</tbody>
</table>

III. PREPROCESS OF DATA MINING

Machine learning approaches can be categorized into two main types: unsupervised and supervised learning. In supervised learning, data instances are labeled and utilized to train the system, aiming for the highest possible accuracy. This method relies on existing datasets with predefined classifications to teach the model how to predict outcomes based on new inputs. In contrast, unsupervised learning does not use pre-labeled data. Instead, it attempts to identify patterns and relationships directly from the dataset without prior knowledge, making specific goal achievement more challenging due to the absence of predefined outcomes. Classification, a common type of supervised learning, leverages historical data to set standards for future predictions, effectively using past instances to forecast upcoming results. This method is particularly prevalent in the medical field, where large databases of patient histories, symptoms, and diagnoses are maintained by clinics and hospitals. Researchers use this extensive data to build classification models that reflect past occurrences, simplifying medical inference...
through computational support. This has become increasingly feasible with the growing availability of extensive medical datasets [Reference 45].

A. Bayes Network learning

Applying search algorithms and quality criteria to Bayes Network learning Bayes Network's building block. Provides data structures (network structure, conditional probability distributions, etc.) and Bayes Network learning methods like K2 facilities. numDecimalPlaces provides the number of digits following the decimal point for the model's numerical output.

batchSize is the recommended number of instances for batch prediction. Implementations can determine their appropriate batch size if more or fewer instances are provided. Estimator Find conditional probability tables using Bayes Network's Select Estimator. The classifier may produce more information if debugging is enabled. searchAlgorithm is a network-searching choice method.

If doNotCheckCapabilities is set, classifier capabilities aren't checked before construction (Use with caution to reduce runtime). useADTree When ADTree, a data structure for improving count speed, is used, learning time is lowered. ADTrees users may suffer memory issues due to its RAM requirements. Disabling this option slows down structure learning algorithms and utilizes less memory. Figure 1 shows how ADTrees are typically used.

![Figure 1: Bayesian network structure for Breast Cancer](image)

B. Naive Bayes classifier

Class for an estimator that uses Naive Bayes's classification algorithm. The precision values of the numerical estimator are determined by analyzing the training data. Because of this, the classifier is not an UpdateableClassifier (which in common usage are initialized with zero training examples) — if you require the capability of an UpdateableClassifier, the NaiveBayesUpdateable classifier should be used instead. When buildClassifier is run with zero training instances, the NaiveBayesUpdateable classifier will use a default precision of 0.1 for numeric attributes. This precision will be used for all numeric attributes [18].

C. Stochastic Gradient Descent

Stochastic gradient descent is implemented to learn various linear models (binary class SVM, binary class logistic regression, squared loss, Huber loss, and epsilon-insensitive loss linear regression). Replaces, on a global scale, any values that are absent and converts nominal properties into binary ones. In addition to this, all of the qualities are normalized, and as a result, the output coefficients are derived from the normalized data.

It is necessary to make use of the squared, Huber, or epsilon-insensitive loss function when dealing with numeric class properties. Epsilon-insensitivity and Huber loss may call for a significantly faster learning rate.

D. Bagging:

Bagging, short for "bootstrap aggregation," is a strategy developed by Leo Breiman to enhance the accuracy of classification algorithms in machine learning [Reference 19]. The process begins with an original dataset D from which a classification algorithm generates a basic classifier H, intended to categorize data points into one of two possible categories. By leveraging the unique properties of the training set, bagging produces multiple classifiers...
Hm (where m ranges from 1 to M) [20]. These individual classifiers, each trained on a different subset of the data, are then aggregated to form a final, composite classifier. This method increases the overall accuracy and stability of the classification model by reducing variance and avoiding overfitting.

E. ZeroR

Create and implement a 0-R classifier with this course! estimates either the median or mean (for a given set of numbers) (for a nominal class). Decimal places to use in model output (numDecimalPlaces). If you're performing batch prediction, you can specify the optimal batch size with the batchSize parameter. It allows implementations to choose their batch size, which may be larger or smaller depending on demand. if debug is enabled, the classifier will print debug information to the console.

IV. PERFORMANCE EVALUATION

The dataset utilized in this research is the Wisconsin Breast Cancer Dataset, accessible from the UCI Machine Learning Repository [Reference 55]. This multivariate dataset comprises over 569 instances, where cell nuclei characteristics from digital images are used to classify them as either malignant or benign, based on more than 10 distinct features [Reference 56]. These features include Area, Compactness (defined as (perimeter²/area) - 1), number of concave points, concavity, and other morphological attributes. In this study, Anaconda, an open-source Python distribution, was employed as a primary tool for machine learning. Released under the New BSD License in 2012, Anaconda supports numerous machine learning algorithms and is widely used for scientific computing, data science, and predictive analytics due to its comprehensive collection of data management and analysis tools [48]. The research evaluates the effectiveness of various data mining models, presenting a comparison of their parameters and outcomes. The analysis highlighted that Support Vector Machine (SVM) and K* star algorithms exhibited the highest accuracy, reaching 98.6%, with Bagging, Backpropagation (BP), and Additive Regression following closely. This study examines equal performance measures of machine learning algorithms in the prediction of breast cancer. Accuracy is very important and has been used; it is defined as the number of correct predictions (both True Positives and True Negatives) divided by the total predictions made. Further, the paper discusses how precision and recall are relevant to the field of medical diagnosis as key indicators. Precision, being one of the measures, represents the number of outcomes that are truly positive. In other words, this is the measure of how exact the classifier is in making positive predictions. Another name for sensitivity, recall, gives the ability of a model to tell apart correctly between positive instances. These parameters are part of the clinical utility that machine learning models use toward early detection of breast cancer, making sure these models are proficient in spotting relevant instances within the dataset. Above, it is seen that the research concludes with a comparison of recall and precision side by side for five different ML models implemented in the Wisconsin breast cancer dataset. This shows recall and precision metrics with comparatively equal views seen for the Wisconsin dataset against the same five different machine learning strategies, as detailed in Table 2. This plots the points to show the prediction margin, defined as the difference in the predicted probability for the correct class and the highest predicted probability across other classes. It is posited that the success of boosting algorithms is partially attributable to their capacity to enlarge these margins within the training dataset, which subsequently leads to improved outcomes on the testing dataset. This notion posits that boosting algorithms enhance model generalization not merely by fitting to training data but also by ensuring a broader demarcation between classes, thereby facilitating more accurate classification of novel, unseen data. Figures 2, 3, 4, 5, and 6 illustrate the results of the margin curves for each respective method.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayesian Network</td>
<td>97.7%</td>
<td>97.5%</td>
<td>96.9%</td>
</tr>
<tr>
<td>Naïve Bayesian</td>
<td>92.6%</td>
<td>93.3%</td>
<td>95%</td>
</tr>
<tr>
<td>SGD</td>
<td>97.4%</td>
<td>97.1%</td>
<td>96.8%</td>
</tr>
<tr>
<td>Bagging</td>
<td>97%</td>
<td>97.2%</td>
<td>95.9%</td>
</tr>
<tr>
<td>ZeroR</td>
<td>93.5%</td>
<td>93.2%</td>
<td>93.1%</td>
</tr>
</tbody>
</table>
Figure 2: Margin Curve for Bayesian network.

Figure 3: Margin Curve for Naïve Bayesian.

Figure 4: Margin Curve for SGD.
Breast cancer remains a significant health challenge globally, underscoring the need for accurate and effective detection methods. This paper proposes an innovative approach for enhancing breast cancer diagnosis through a suite of machine learning models, incorporating techniques such as the Naive Bayes classifier, Stochastic Gradient Descent (SGD), Bagging, and the ZeroR classifier, alongside the pivotal Bayes Network learning. Our methodology was able to differentiate the intricate correlations of diagnostic factors of different classes effectively learned by Bayes Network which would result in better accuracy of prediction. The contribution of the Naive Bayes leverages the use of probabilistic reasoning in a bid to enhance the accuracy of diagnosis. Equally important is the use of Stochastic Gradient Descent (SGD), which might improve the flexibility of learning while further enhancing the performance of the model. On the other extreme, bagging works by reducing variance and overfitting towards improving the resulting accuracy through prediction integration from several models. The ZeroR classifier further serves to set a very important threshold in comparing our ensemble method with simple classification standards. In brief, this study further extends the diagnostic accuracy of breast cancer by incorporating several methodologies from the domain of machine learning, especially probabilistic graphical modeling given by Bayes Network learning. This combination of Naive Bayes, SGD, and Bagging certainly goes well beyond, by a wide margin, the baseline set with ZeroR in diagnostic precision. Such an integrative approach would enhance the predictive accuracy and reliability of breast cancer categorization from the comprehensive, but by nature coarse, data sets that are commonly
available in healthcare. These improvements, in all respects, would give a strong contribution to patient outcomes by early detection and diagnosis, thus enabling early treatment of the disease.
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