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Abstract: - Recent advancements in service offerings and the emergence of new application areas have reveal the limitations of cloud 

computing as a solely solution. One of these new areas is the industrial internet of things, where industrial processes are controlled in a 

network-based and automated way which brings many new challenges. To solve the challenges, fog computing has been introduced as a 

complementary paradigm to the cloud. Resource management is one of those challenges need further investigation. The industrial internet of 

things by its own characteristics has led traditional methods to be inefficient within this evolving ecosystem. Therefore, fully utilizing potential 

of the new system necessitates effective resource management. This manuscript aims to investigate the problem of resource management in 

the emerging cloud-fog ecosystem of the industrial internet of things. Considering the dynamic nature of users, this study proposes the 

algorithms for dynamic resource allocation and provisioning based on deadlines. We formulate the problem as a multiple criteria stochastic 

problem and introduced an online solution. Our proposed solution takes into account the unique characteristics of Fog computing and the 

dynamic behavior of users. To effectively handle the scheduling of requests, the research suggests utilizing the Lyapunov optimization method 

and Lyapunov drift theory. The Lyapunov method helps to merge and measure all the related objectives in terms drift. The objective function 

is optimized, in each time slot, using a drift-plus-penalty weight parameter. By adopting this approach, the system can operate efficiently 

while meeting the constraints and performance requirements of IoT applications.   

Keywords: Cloud, Fog/Edge Computing, Internet of Things (IoT), Industrial Internet of hings (IIoT), and Resource 

management. 

1. INTRODUCTION 

Cloud computing has transformed the way people access internet-based resources like processing power, storage, 

and communication capabilities. Cloud computing make such resources available on-demand to users who are 

located in different places [1]. Cloud computing is now a mature technology and used in many applications. 

However, the growing tendency to cloud computing and emerging new services and applications arise a need for 

a novel computing paradigm that can effectively satisfy the new Quality of Service (QoS) requirements.  

Furthermore, the rise of smart systems including smart homes and smart cities to name some, heavily based on 

the Internet of Things (IoT). The IoT is characterized by its diverse nature and limited resources and is widely 

recognized as the next phase of the internet. The IoT by connecting various devices and facilitating collaboration 

between humans and machines, gives rise to a wide range of applications, encompassing networks involving 

machine-to-machine, human-to-machine, and human-to-human interactions. Cloud computing, by processing 

data and delivering services, is a key player in the IoT architecture [2]. Even so, IoT devices generate a massive 

amount of data that can make the network core busy and lead to congestion and delays. Therefore, time-sensitive 

applications and services such as industrial processes, face even greater challenges when applied to. 

Sensors, messaging systems, mobile devices, and social networks have all been used to continuously generate a 

vast volume of data from a novel network architecture introduced by the IoT. Due to the distributed, complex, 

and dynamic nature of the IoT environment, there are several technical challenges that need to be addressed. 

These challenges include aspects such as latency, connectivity, capacity, cost, performance, scalability, and 

reliability [3]. Although the cloud is often relied upon to process data generated by IoT, it is not always possible 

to transfer all data to the cloud for storage and analysis [4]. The data transfer process consumes a large amount 

of network bandwidth and also due to double the time for some applications, the cloud cannot meet the access 

time requirements [5]. Cloud computing has been presented as an alternative solution to traditional cloud 

computing. The cloud gives the cloud geographically distributed resources, and its goal is to bring computing 

resources closer to the edge of the network, which strongly contradicts the functioning of the centralized nature 
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of the cloud [6]. Resource rounding has many benefits, including lower latency, faster response time, and 

increased security and privacy. There are indeed great benefits to cloud computing, but it is still new and has not 

been widely studied. By researching, studying, and understanding the complexities associated with monetary 

easing, it becomes possible to fully realize the potential and expected benefits of financial easing. This leads to 

a very urgent need for more in-depth research and studies into various aspects of cystic fibrosis.[7] One of the 

main tasks of cloud computing is to ensure easy integration and interaction between the cloud and IoT end 

devices by creating a continuous chain of interconnected resources. This connectivity gives efficient and robust 

processing and control of information at the edge and reduces the need to transfer information to a remote cloud 

server. On the other hand, FC can make real-time decisions, support low-latency applications, and save network 

bandwidth. Scientists and professionals are actively researching various aspects of CF to realize its true potential. 

This includes developing a robust FC architecture, efficient and differentiated resource management and 

implementation techniques, reliable communication protocols, and secure and reliable data processing 

mechanisms. In fact, identifying resources in the context of financial cooperation represents a fundamental 

challenge that must be considered with great care. Due to the large number of available fog nodes, it is necessary 

to select appropriate resources very efficiently when users submit tasks to the fog layer. Key considerations 

include allocating the number of resources required and selecting the ideal fog node to successfully complete the 

task. Addressing problems is very important for the effective and successful implementation of FC. Planning 

aims to optimize the utilization of resources and improve the overall performance of the system by strategically 

assigning tasks to various subordinates. Efficient scheduling plays an important and key role in achieving low 

latency operations. It avoids overloading a single device because it balances the load between fog nodes. When 

power management becomes necessary to extend the life of fog devices, efficient planning becomes very 

important [8]. In cloud computing, in order to solve the task problem, an innovative approach has been developed 

that requires assigning a set of tasks to distributed nodes with high limited computing performance and takes 

into account the unique characteristics of cloud computing and the dynamic behavior of users when receiving a 

request. The main goal of cloud computing is to develop programming and optimization techniques that improve 

system response time, reduce power consumption, and improve user experience in various wireless applications. 

To effectively address the challenges, this research proposes to apply Lyapunov optimization theory and 

Lyapunov drift theory. This proposal includes defining system constraints and objectives and creating queues. 

The objective function was optimized in each period using a drift and penalty term. This approach ensures that 

a system operates efficiently while meeting the constraints and performance requirements of IoT applications 

and services. A wide range of metrics are used to evaluate techniques used in resource allocation. These metrics 

have traditionally focused primarily on topics such as resource utilization and machine/task downtime, as they 

provide valuable insights into the performance and effectiveness of resource management strategies. However, 

one area that has received relatively less attention is allocating resources to efficiently meet user request 

deadlines. The goal of this research is to design algorithms for efficient resource management in FC 

environments, focusing on preserving task execution time while minimizing energy consumption. In real-world 

scenarios, it is important to ensure that resources are allocated to ensure tasks are completed in a timely manner. 

To address these challenges, we first formulate the problem as a stochastic problem. Then translate the 

restrictions and goals into Lyapunov's concepts of drift and penalty kicks. The finally obtained simplified 

optimization expression is solved using Lyapunov's method. To evaluate the effectiveness of the proposed 

algorithm, we designed and implemented a simulation environment in MATLAB. These simulations are 

specifically designed to reproduce the complex dynamics of the small nebula environment and enable 

comprehensive algorithm testing and analysis. By simulating different scenarios and workloads, the performance 

and effectiveness of resource management strategies are evaluated under different conditions. The goal of this 

research is to contribute, through careful experiments and analyses, to the development of resource allocation 

techniques that not only optimize resource utilization and reduce downtime, but also meet project implementation 

deadlines. Ultimately, the goal is to improve the overall efficiency, reliability and user experience of FC systems 

in a time-sensitive and energy-efficient manner. 

Our contribution in this research can be summarized as follows: 

1. Effectively address the dynamic nature of user needs within the FC environment, while considering potential 

delays. 
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2. Efficiently handle application execution within the fog environment, considering the dynamic nature of 

resources and the limited resources available on devices. 

3. Promote energy-efficient processing of applications to maintain the sustainability of the application execution 

environment. 

The remaining sections of the paper are organized as follows: Section 2 provides a concise overview of the 

researchers' findings, including their limitations. It also explores open issues and potential research opportunities. 

In Section 3, we delve into the architecture, system model, and its key components. Section 4 focuses on the 

problem formulation and describes the objective functions employed. Section 5 introduces our proposed solution 

to address the research problem. Section 6 elaborates on the simulation setup and presents various simulation 

scenarios. Additionally, the results of the experiments are discussed within this section. Finally, Section 7 

concludes the research, summarizing the key findings, and highlights future research directions for further 

exploration. 

2. RELATED WORKS 

In this section we provide a review of the most relevant works in the context of FC. We begin by investigating 

basic concepts such as the IoT, cloud computing, and FC, along with their respective characteristics. We then 

move on to explore resource allocation strategies and methods in both cloud and FC. Finally, we shift our focus 

to the Industrial Internet of Things (IIoT) and investigate resource allocation methods specifically tailored to 

fog-enabled IIoT environments. 

2.1. INTERNET OF THINGS 

A combination of the words 'internet' and 'thing', IoT refers to a global network of interconnected objects using 

standard communication protocols. The future entails collaborative and interactive networks of objects. Things 

are essential components with unique identifiers, embedded logic, and data transmission abilities. They include 

RFID tags, sensors, and actuators, enhancing physical objects into smart objects with sensing, processing, and 

networking capabilities. Smart objects serve as digital proxies within the IoT framework, while digital entities 

can also exist independently as autonomous agents providing network services. 

Businesses will gain significant economic growth potential through the use of IoT-based services. Among the 

various sectors, healthcare and manufacturing are expected to have the most significant economic impact. In 

particular, healthcare applications and related IoT-based services, such as mobile health (mHealth) and 

telemedicine, which facilitate the efficient delivery of medical wellness, prevention, diagnostic, treatment and 

monitoring services through electronic media, will add between $1.1 trillion and $2.5 trillion annually to the 

global economy by 2025. 

In general, it is expected that the IoT will contribute to an annual economic impact of between USD 2.7 trillion 

and USD 6.2 trillion by 2025. A wide range of IoT applications is included in this estimate. Figure 1 is an 

illustration of the forecast market share of the dominant IoT applications [9]. 

The substantial economic impact attributed to the IoT stems from its potential to enhance efficiency, reduce 

costs, and boost productivity across various industries. IoT technologies facilitate real-time data analysis, 

automation, and remote monitoring, enabling businesses to optimize their operations and unlock new revenue 

streams. Consequently, the IoT is positioned to emerge as a significant catalyst for economic growth in the 

forthcoming years. 
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Figure 1. Expected market share of primary IoT applications by 2025 

2.2. CLOUD COMPUTING 

Cloud computing refers to the concept of accessing computing resources over the Internet, rather than relying 

solely on local or on-premises computing infrastructure. In a similar fashion to meteorological clouds, computing 

clouds possess characteristics such as being vague, open to interpretation, distributed, and unpredictable, much 

like the weather itself. 

In recent times, the term "cloud computing" has become colloquially used to describe any software service 

accessed over the internet at a higher level, with customers not needing to be concerned about the specific 

location or hosting method of the service. Unlike traditional desktop personal computers or localized campus 

clusters, cloud computing organizes computing resources in a manner that allows for near-instantaneous access 

to seemingly abundant amounts of resources. 

With its unique properties, cloud computing holds the promise of advancing us towards a state of ubiquitous 

computing, where computing resources are readily available, acquired, and consumed as a utility. Large-scale 

Data Centers (DCs) are essential for cloud computing. They house and manage compute, storage, and networking 

resources, serving as the backbone of cloud infrastructure. Cloud providers excel in operating and maintaining 

these facilities, enabling computing at a grand scale and leveraging economies of scale. This competitiveness 

positions cloud computing favorably compared to offline computing in multiple aspects. 

Cloud computing services are typically categorized as either public or private. Public clouds, exemplified by 

major providers like AWS, Microsoft, Google, and IBM, offer cloud resources and services to anyone who 

wishes to procure them at market prices. Public clouds are available to the general public and are designed to 

serve a wide range of customers. Private clouds, on the other hand, are domain controllers that are managed 

similarly to the cloud, but only serve a specific group of customers, such as a specific company or organization. 

Thus, cloud computing includes both public clouds, which are accessible to the general public, and private 

clouds, reserved for specific groups of private customers. Traditional cloud computing uses remote domain 

controllers that are shared between multiple applications. However, the multi-tenant nature of these data centers 

can have a significant impact on the performance of individual applications. Despite the potential lack of usage, 

cloud operators are trying to balance operating costs and perceived performance by implementing resource 

management mechanisms in their data centers. Several factors affect the performance of cloud applications, 

including the round-trip time (RTT) between the remote user and services hosted in the cloud provider's data 

center. RTT includes both network latency and system latency generated by the cloud platform itself. These 

delays can impact response times and overall performance a customer experiences when interacting with cloud 

services. Cloud operators recognize the importance of managing these factors and are committed to optimizing 

resource allocation and utilization to reduce latency and provide satisfactory performance to their customers. 

Cost efficiency and performance are central issues in the design and operation of cloud data centers. 

2.3. FOG COMPUTING 
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FC is a distributed computing infrastructure designed to handle the massive influx of devices connected to the 

Internet. It operates on a model in which data, computing power, and applications are concentrated on the edge 

rather than largely in the cloud. The main goal of FC is to bring these devices closer to the end user and effectively 

isolate them from cloud systems. FC is a sub-cloud layer that serves as an ideal transport medium for services 

and data in cloud infrastructure. It operates outside the traditional cloud environment and enables distributed 

delivery of cloud services, including computing, storage, workloads, applications, and big data, at any edge or 

anywhere on the Internet. FC integrates with core cloud services, transforming DCs into distributed, user-

accessible cloud platforms by managing data at various edge points. In essence, FC shifts the focus of computing 

from the central core of the network to the edge, bringing computing power closer to where it is needed. 

2.4. RESOURCE ALLOCATION IN CLOUD/FOG COMPUTING 

Cloud computing is indeed a promising paradigm for IoT computing and commercial applications [10]. 

However, the cloud computing model is not well suited for time-critical applications due to its high latency and 

real-time interaction challenges. To overcome this limitation, FC has emerged as a solution. It enables application 

processing closer to the user by exploiting the available processing power of heterogeneous end and edge devices 

[11]. 

FC has gained importance in supporting time-sensitive applications associated with Intelligent IoT services, 

including smart cities and smart healthcare. For instance, in the domain of smart transportation, FC can be utilized 

to process real-time data and enable applications such as collision warning systems [12]. In this scenario, a 

vehicular FC service architecture is established using dedicated short-range communication, where roadside units 

serve as fog nodes along the road. 

By leveraging the FC paradigm, time-sensitive applications can benefit from reduced latency and improved real-

time interaction. FC complements cloud computing by extending the computing infrastructure to the network 

edge, enabling efficient and timely processing for applications that require immediate response and low latency. 

Despite the increasing attention given to FC resources and task scheduling in recent times, the administration of 

FC resources and task scheduling are currently at the early stages of this paradigm [13]. For example, a placement 

strategy was introduced by Arshed et al. [14] to perform resource optimization in a FC environment. Instead of 

sending application modules directly to the cloud, its resource-aware scheduler assigns incoming application 

modules to fog devices, which then selectively route them to the cloud. Moreover, Liao et al. [15] presented a 

scheme for prioritizing application-dependent tasks. To solve the application-based mobile task scheduling 

problem, the dependencies are represented in a directed acyclic graphical model. This allowed them to model 

complex customization and planning for application-based applications. Using heuristics based on estimated 

priorities, the authors solve the NP-hard joint optimization problem of task allocation and scheduling. Moreover, 

Wang et al. [16] presented a new approach to calculate surface runoff. To effectively manage resource 

availability and optimize resource utilization, the authors present a model that represents dynamic computing 

and communication resources in the form of two different dynamic queues. Moreover, Sheikh Sofla et al. In [17] 

and Feng et al. In [18] extensive research on state-of-the-art relief mechanisms in FC environment. Her research 

provides a detailed overview of current work in this area and suggests potential directions for future research in 

this area. To capture the user's perceived service quality, some studies have presented mathematical models such 

as optimization theory [19], game theory [20], machine learning [21], and analytical hierarchy processes [22]. 

These models allow accurate evaluation and estimation of user service quality, which facilitates Network 

performance analysis and resource allocation. By incorporating these models into network performance analysis, 

valuable insights can be obtained for tuning and improving network performance. [23, 24]. 

2.5. INDUSTRY 4.0 AND IIOT 

Industry 4.0 was introduced in 2011 as part of the High-Tech Strategy 2020 action plan. It is a strategic initiative 

of the German government aimed at revolutionizing the manufacturing process [28-30]. It promotes new 

technologies in the industrial environment and involves the convergence of the physical, digital, human and 

biological worlds. One key pillar of Industry 4.0 is implementing the IoT and Services (IIoT) in factory 

environments [31]. A key enabler of the Fourth Industrial Revolution is the IIoT, also known as the Industrial 
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Internet, the Internet of Everything and Internet 4.0 [32, 33]. It involves the development of a network of 

industrial devices [34, 35], including sensors, complex industrial robots and actuators. These devices are 

connected through communication technologies, allowing for the monitoring, analysis, delivery, collection, and 

exchange of data in a fast and efficient manner [36]. The Industrial Internet enables the realization of key features 

of Industry 4.0, such as horizontal integration through value networks, end-to-end engineering by integrating the 

digital and real worlds, and vertical integration by networking manufacturing systems. 

The combination of IIoT and Industry 4.0 brings benefits like IT-OT convergence, improved asset performance, 

faster decision-making, and new business models [37]. It enables direct communication between OT components 

and centralized servers via an IT network, reducing operations and expanding business opportunities. This leads 

to the development of factories incorporating Cyber-Physical Systems [38, 39]. Despite the huge advantages that 

IIoT and Industry 4.0 have to offer, they are complicated to implement. The widespread digitization and 

networking of companies involved in this transformation can lead to the creation of different architectures by 

different authors, resulting in communication, networking and system interoperability challenges. [40, 41]. 

2.6. FOG-ENABLED IIOT 

Numerous studies in the academic literature have showcased the practicality of  FC in the context of Industry 

4.0 [42, 43]. Furthermore, several placement strategies have been proposed to cater specifically to Industry 4.0-

oriented applications (I4OAs). For instance, Verba et al. [44] have devised a profiling approach for I4OAs, 

enabling the placement of applications with improved service times while mitigating the impact of contextual 

variations. In a similar vein, Lin et al. [45] have presented a hierarchical platform that deploys Fog nodes, 

effectively addressing concerns related to application latency and capability constraints. Similarly, Chekired et 

al. [46] prioritize the placement of I4OAs based on their susceptibility to latency. Additionally, Wan et al. [47] 

have developed a policy that optimally distributes application workloads across manufacturing components 

while considering the energy consumption associated with data size. According to Xu et al. [48], the integration 

of IoT in industrial automation is currently limited in scope. While industrial automation IoT solutions are still 

evolving, fog-based methods have demonstrated the ability to meet the requirements of modern industrial 

systems. However, existing research [49, 50] primarily focuses on centralized computation architectures that rely 

on cloud computing for control processes and data monitoring in industrial automation. Many current approaches 

and solutions in industrial automation utilizing cloud computing tend to concentrate on higher-level aspects 

rather than the field level. In a study by the authors [49], a prototype was examined to explore the communication 

between IoT devices and a cloud-based controller dedicated to automation. However, this work only addresses 

network-induced delays in communication and overlooks delays and computational capacities imposed by the 

cloud server. Furthermore, the mitigation model lacks a concrete mathematical validation. 

3. SYSTEM MODEL 

In this section, we will delve into the proposed high-level architecture and system model presented in the study. 

Firstly, we will examine other related concepts that share similarities. Subsequently, a comprehensive overview 

of the architecture will be presented. Additionally, we will elucidate the notations employed throughout the 

remainder of the paper. Lastly, we will provide a mathematical description of the FC system and its associated 

constraints. 

3.1 SIMILAR CONCEPTS 

FC is similar to geo-distributed clouds, edge computing, mobile cloud computing, and cloudlets. These 

paradigms place computational resources close to users and share resource allocation models. Geo-distributed 

clouds have multiple DCs in different regions, offering low latency and fault tolerance. Edge computing pushes 

computation to the network edge for reduced latency. Mobile cloud computing offloads tasks from mobile 

devices to remote resources. Cloudlets are small-scale cloud-like resources at the network edge. 

3.2 SYMBOLS AND SIGNS 
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To enhance text comprehension and facilitate tracking, this section aims to clarify the symbols and signs utilized 

throughout the remainder of the report, Table 1. This explanation will contribute to improved readability and 

comprehension of the subsequent content. 

Table 1: SYMBOLS AND SIGNS 

Sym

bols 

Definition 

𝑡 Index of time slot 

𝑃 collection of computing nodes 

𝐾𝑡 Current request to be dispatched  

𝐴(𝑡) Arrival rate 

𝑖 Computing node index 

𝑅𝑖(𝑡) Rate of incoming requests to computing 

node 𝑖  

𝐵𝑖(𝑡) Rate of serving requests at the computing 

node 𝑖  

𝑐(𝑡) Control action 

𝛯 Set of possible control decisions 

𝑒𝑖(𝑡) Total energy consumption for processing 

node 𝑖  

𝑒𝑖
𝑃(𝑡) Processing related energy consumption for 

node 𝑖  

𝑒𝑖
𝐶(𝑡) Communication related energy consumption 

for node 𝑖  

𝑘 Index of the arrived request 

𝑆𝑘 Processing demand of request 𝑘  

𝐷𝑘 Communication demand of request 𝑘  

𝑢𝑘,𝑖 Time to Upload for request 𝑘 to node 𝑖  

𝑤𝑡,𝑖 Amount of time that request 𝑘 wait to 

acquire the resources on node 𝑖  

𝑝𝑘,𝑖 Amount of time that request 𝑘 needs to be 

processed on node 𝑖  

𝑑𝑘,𝑖 Downloading time for request 𝑘 on the 

processing node 𝑖  

𝐿(𝑡) Lyapunov function 

𝑄 Vector of all real queues 

𝜃 collection of all the queues 

∆(𝐿𝑄) Drift in Lyapunov function with related to 

𝑄  

∆(𝐿𝜃) Drift in Lyapunov function with related to 𝜃  

3.3. QUEUE MODEL OF FOG 

The processing nodes (both cloud and fog) act as service providers in the queuing model and are characterized 

by the Poisson process pattern. Each node is assigned a dedicated queue where incoming requests are directed 

and serviced at a predetermined rate. It is assumed that the requests are independent of one another and follow a 

uniform distribution. The system operates under the assumption that requests enter at a rate denoted as A(t) (for 

instance, a Poisson process with a mean arrival rate of "λ"). As such, the Poisson queuing model can be 

represented in the format depicted in Figure 2. 
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Figure 2: Queue model of system 

Here, we focus on a cloud/fog environment that encompasses N processing nodes, a remote DC, and a substantial 

number of end devices. Consequently, there will be a total of N+1 processing nodes available to handle the 

requests. The collection of nodes in cloud-fog ecosystem is denoted by N={1,2,…,N}. These processing nodes 

communicate with objects via radio-based communication channels and are located in geographically wide 

spread locations. 

Let us assume that the distribution of requests within the system and their scheduling at discrete time intervals, 

referred to as time slots denoted by t, will take place. Thus, we will consider the system to operate in discrete 

time, where each time slot corresponds to an integer value of t ∈ {0,1,2, ...}. It is also assumed that the system 

conditions, such as the status of processing nodes, the transmission channel, and link quality, remain constant 

throughout a fixed time slot but may vary between different time slots. 

The controller performs its algorithm, at each time slot, to obtain the control action for assigning requests to the 

suitable processing nodes. These control decisions are defined as a set of ordered pairs represented by 𝑐(𝑡) =

{(𝑘, 𝑖)|𝑘 ∈ 𝐾𝑡 , 𝑖 ∈ 𝑃}, where 𝐾𝑡 specifies the set of requests ready for distribution in time slot t, and P denotes 

the pool of computing nodes both in cloud and fog. Specifically, P = N ⋃ C, where C represents the cloud node, 

resulting in a total of |P| = N+1 nodes. 

The requests in the system may have varying processing capacity requirements. Once a request enters the queue 

of a processing node, it will be processed by that node after a possible waiting period. The processing of requests 

at each node is considered a random process with an average processing time of μ. 

Based on the control algorithm implemented on the management platform, which is distributed across software 

components deployed on gateways, requests will be allocated to either cloud or fog nodes. It is assumed that the 

allocation satisfies the condition 0 ≤ 𝑅𝑖(𝑡) ≤ 𝑅𝑖
𝑚𝑎𝑥, where 𝑅𝑖(𝑡) represents the allocation of requests at time t 

to node i, and 𝑅𝑖
𝑚𝑎𝑥 represents the maximum processing capacity of node i. The overall arrival rate of requests, 

denoted as A(t), is defined as the summation of all request allocations over N+1 nodes, such that 𝐴(𝑡) =

∑𝑁+1
𝑖=1 𝑅𝑖(𝑡). 

The management platform is responsible for maintaining and updating essential information about the fog nodes, 

including their available processing power, access delay, and other relevant parameters. It is assumed that the 

delays caused by exchanging control information, updating the controller's information, and introducing requests 

to the controller are negligible. In other words, the time interval ∆t between two time slots is greater than the 

overhead time 𝑡𝑜ℎ. This assumption allows us to address the problem in dynamic and evolving conditions, where 

we seek a solution under such time constraints. 
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Processing nodes can be modeled as queues. The fog pattern is represented by a set of queues and their 

relationships. The length of each queue at a given time determines the next state of the system, based on received 

requests and processing capability, using a dynamic equation (1). 

(1) 
𝑄𝑖(𝑡 + 1) = [𝑄𝑖(𝑡) − 𝐵𝑖(𝑡), 0] + 𝑅𝑖(𝑡)  𝑓𝑜𝑟 𝑡

∈ {0, 1, 2, … }.  

The initial queue state, 𝑄𝑖(0), is a random variable with non-negative real values. 𝑄𝑖(𝑡) represents the 

accumulated queue length at time t, indicating the pending workload. The stochastic processes 𝑅𝑖(𝑡) and 𝐵𝑖(𝑡) 

are sequences of random variables with real values over time slots t ∈ {0,1,2, ...}. 𝑅𝑖(𝑡) and 𝐵𝑖(𝑡)  represent the 

incoming workload and the service rate of the node i during t-th time slot. Both 𝑅𝑖(𝑡) and 𝐵𝑖(𝑡) are non-negative 

real values. The service rate 𝐵𝑖(𝑡) can generally be determined using equation (2). 

(2) 𝑓𝑚/𝜗𝑖  , 

ϑ_i represents the average instruction execution time per node. 

3.4. ENERGY CONSUMPTION MODEL 

Each node's energy consumption (𝑒𝑖(𝑡)) includes both computation (𝑒𝑖
𝑃(𝑡)) and communication (𝑒𝑖

𝐶(𝑡)). 

 

(3) 𝑒𝑖
𝑃(𝑡) + 𝑒𝑖

𝐶(𝑡) , 

The energy consumption of each processing node, dependent on the processor frequency (𝑓𝑚), can be expressed 

as equation (4). 

(4) 𝑒𝑖
𝑃(𝑡) = ∑

|𝐾𝑖
𝑡|

𝑘=1

(𝛼𝑖 . 𝑓𝑚
3 + 𝑒𝑖

𝑃,𝑖𝑛𝑑). (
𝑆𝑘

𝐵𝑖(𝑡)
) 

𝑒𝑖
𝑃,𝑖𝑛𝑑

 is a non-speed-dependent component of processor power consumption. |𝐾𝑖
𝑡| represents the count of 

requests allocated to i-th processing node during time slot t. 𝑆𝑘 indicates the processing requirement for request 

k. 

The communication energy consumption in each processing node, dependent on the encoding level, is 

determined by equation (5). 

(5) 

𝑒𝑖
𝐶(𝑡) = ∑

|𝐾𝑖
𝑡|

𝑘=1

(𝛽𝑖 . 𝑟𝑖(𝑡) (2
𝑥𝑖(𝑡)

𝑟𝑖(𝑡) − 1)

+ 𝑒𝑖
𝐶,𝑖𝑛𝑑) . (

𝐷𝑘

𝑥𝑖(𝑡)
), 

𝑒𝑖
𝐶,𝑖𝑛𝑑

 represents the power consumption component independent of the signal encoding level. 𝐷𝑘 indicates the 

amount of data required for transmitting request k. 

4. Problem Statement 

In this section, we will present the mathematical formulation of the request dispatching problem. Initially, we 

will define the objective function, followed by formulating the main problem as a stochastic optimization 

problem. Lastly, we will rephrase the problem formulation using the principles of Lyapunov optimization. 
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4.1. Objectives 

Numerous IoT services require efficient distribution for timely processing, as sending them to the cloud may 

result in delays or reduced quality. Minimizing service delivery time is crucial, achieved by distributing requests 

across cloud or edge computing nodes. Service delivery time ((𝜓𝑘(𝑡)) encompasses various factors such as 

request transmission, queue waiting, processing, and response transmission, as shown in equation (6). 

(6) 𝜓𝑘(𝑡) = 𝑢𝑘,𝑖 + 𝑤𝑡,𝑖 + 𝑝𝑘,𝑖 + 𝑑𝑘,𝑖  , 

where, 𝑢𝑘,𝑖 represent the upload time for request 𝑘 to the processing node 𝑖. The waiting time in the queue is 

denoted by 𝑤𝑡,𝑖, while 𝑝𝑘,𝑖 denotes the processing time. Lastly, 𝑑𝑘,𝑖 signifies the time taken to send the processed 

request back to the requester. 

Moreover, by utilizing equations (3) and (4) as a foundation, we can represent the total energy usage of the 

incoming requests during the current time slot in the form of equation (7). 

(7

) ∑

|𝐾𝑡|

𝑘=1

�̂�(𝑐𝑘(𝑡))  

Given the significance of time and energy in efficiently handling incoming requests within our proposed system, 

we establish the objective function. To this end, we denote the objective function as Φ. Φ is a function of two 

variables, 𝜓(𝑡) and 𝑒(𝑡). Thus, we can express Φ as 𝛷(𝑡) = 𝛷(𝜓(𝑡), 𝑒(𝑡)), or simply 𝛷(𝜓, 𝑒). The equation (8) 

represents the formulation of the objective function Φ. 

(8) 𝛷(𝑡) = (𝜔1. 𝜓(𝑡)) + (𝜔2 . 𝑒(𝑡)) 

4.2. Problem Definition 

The challenge of allocating requests in a way that minimizes the average service time over the long term while 

also reducing resource energy consumption can be framed as a stochastic optimization problem, as represented 

by equation (9). 

(9) 

𝑃1:   (𝑙𝑖𝑚 𝑠𝑢𝑝𝑇→∞

1

𝑇
∑

𝑇−1

𝑡=0

𝐸{𝛷(𝜓(𝑡), 𝑒(𝑡))})  

𝑆. 𝑇   𝑐(𝑡) ∈ 𝛯 

𝑄𝑖(𝑡) < ∞, 𝑤ℎ𝑒𝑟𝑒 𝑖 ∈ 𝑁 

We can rewrite equation (9) to explicitly indicate its dependence on the control decision variable c(t) as shown 

in equation (10). 

(10) 

𝑃2:   (𝑙𝑖𝑚 𝑠𝑢𝑝𝑇→∞

1

𝑇
∑

𝑇−1

𝑡=0

𝐸{𝛷(�̂�(𝑐(𝑡)), �̂�(𝑐(𝑡)))})  

𝑆. 𝑇   𝑐(𝑡) ∈ 𝛯 

𝑄𝑖(𝑡) < ∞, 𝑤ℎ𝑒𝑟𝑒 𝑖 ∈ 𝑁, 
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To tackle this multi-criteria optimization problem mentioned above, obtaining real-time information about the 

system is crucial. This includes parameters such as arrival rate, processing volume distribution, and request 

correlation. To overcome this hurdle, we adopt the Lyapunov function method, which guides decision-making 

based on the present state of the node and queue length. In the subsequent discussion, we will begin by examining 

the Lyapunov method and the notion of virtual queues. Subsequently, we will delve back into the primary 

problem and propose a solution employing the Lyapunov optimization method for problem P1 (or its equivalent, 

P2). 

5. Lyapunov Optimization 

In this section, we will present the optimal Lyapunov optimization approach. This method incorporates both the 

evaluation of queue length through the creation of the Lyapunov function variation and the integration of 

decision-making by introducing a weighted term that accounts for the cost function. 

5.1. Lyapunov framework 

Optimal decisions balance stability, cost, and performance to prevent suboptimal choices that increase costs or 

decrease performance unnecessarily. Lyapunov optimization minimizes the upper limit of the combined 

expression, incorporating function change and weighted cost, instead of solely minimizing function change 

∆(𝐿𝑄). 

(11) ∆(𝐿𝑄) + 𝑉𝐸{𝜋(𝑡)|𝑄(𝑡)}, 

This approach involves a trade-off between reducing queue length and minimizing costs. The second part of the 

expression can encompass various cost reduction objectives such as power consumption and delay, as well as 

improving performance parameters like request execution speed and efficiency. We will refer to this combined 

concept as "cost" in the following. 

5.2. Lyapunov Function 

In computer science, the Lyapunov function method assesses stability and its related conditions. It models the 

system as queues using queuing theory. Stability is achieved when queue length is limited. The Lyapunov 

function represents congestion in queues. It is a positive, increasing, and continuous function. The Lyapunov 

function can be defined as equation (12). 

(12) ∑

𝑁+1

𝑖=1

𝑄𝑖(𝑡)2  

5.3. Dispatching the Requests 

Considering the Lyapunov function definition, the penalty function described in equation (6), (7) and (8), and 

the Lyapunov optimization equation (10) derived in the previous section, they can be rewritten as equation (13). 

(13) 

∆(𝐿𝜃) + 𝑉𝐸{𝛷(𝑡)|𝜃(𝑡)}

≤ 𝐵 + 𝑉𝐸{�̂�(𝑐(𝑡))|𝜃(𝑡)}

− ∑

𝑁+1

𝑖=1

𝑄𝑖(𝑡)𝜇𝑖

+ ∑

𝑁+1

𝑖=1

𝑄𝑖(𝑡)𝐸{�̂�𝑖(𝑐(𝑡))|𝜃(𝑡)} 
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Hence, we are faced with the challenge of problem (13), which involves distributing requests among various 

nodes to achieve stability, maintain efficiency, and adhere to the constraint of effectively utilizing clean energy 

resources. 

(14) 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒𝑐(𝑡): 𝑉𝐸{�̂�(𝑐(𝑡) )|𝜃(𝑡)}

+ ∑

𝑁+1

𝑖=1

𝑄𝑖(𝑡)𝐸{�̂�𝑖(𝑐(𝑡))|𝜃(𝑡)} 

By employing the concept of minimizing the optimistic expected value, my objective is to reduce the right-hand 

side of the aforementioned inequality. The optimization algorithm, known as the "change-of-measure + cost" 

algorithm, monitors queue accumulation and node status at time t. Based on this information, it selects the 

optimal control decision, denoted as c(t), to achieve the most favorable placement. To accomplish this goal, I 

adopt a greedy approach that involves minimizing expression (14) across all queues and the current request. 

(15) 𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒𝑐(𝑡): 𝑉�̂�(𝑐(𝑡)) + ∑

𝑁+1

𝑖=1

𝑄𝑖(𝑡)�̂�𝑖(𝑐(𝑡)), 

The Lyapunov optimization approach operates under the belief that the queue accumulations within the system 

offer adequate information regarding its current state. Consequently, decision-making, as depicted in equation 

(15), relies on the accumulation of system queues and the cost function. It remains independent of dynamic 

system information, such as request arrival rates, processing volumes, and their communication. 

5.4. Proposed Algorithm 

To address the problem outlined in equation (15), we employ an online algorithm that operates in real-time, 

receiving continuous updates on requests and system status, and subsequently makes decisions. This algorithm 

aims to achieve the minimum achievable value by considering all potential random strategies. We summarize 

this algorithm as Algorithm 1. Importantly, the algorithm is designed to be executed on the controller, and it does 

not rely on knowledge of future requests or the subsequent state of the system. 

Algorithm1: Proposed Algorithm for Request 

Dispatching (PARD)  

 
Input: the set of computing nodes and 

incoming requests 

 Output: controller action 𝑐∗(𝑡) 

1

: 
Preparation  

       Preparation of the system parameters 

2

: 
While  𝑡 < 𝑡𝑒𝑛𝑑 , do 

3

: 
 For 𝑘 = 1 to 𝐾𝑡 

4

: 
   For 𝑖 = 1 to 𝑁 + 1 

6

: 

               𝐿𝐷𝑝𝑃(𝑗) = 𝑉�̂�(𝑐(𝑡)) +

∑𝑁+1
𝑖=1 𝑄𝑖(𝑡)�̂�𝑖(𝑐(𝑡))  

7

: 
                    𝑗++ 

           end for 

        end for 

8

: 
       𝑐𝑘

∗(𝑡) =𝑎𝑟𝑔 𝑚𝑖𝑛 {𝐿𝐷𝑝𝑃}    
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9

: 

       Logically update the queues based on 

the model 

 end for 

1

0

: 

𝑐∗(𝑡) = ⋃𝑘=1
𝐾𝑡

𝑐𝑘
∗(𝑡)  

1

1

: 

Dispatch to 𝛼∗ 

1

2

: 

Update the Queues  

 End While 

  

6. Experiments and Results 

The effectiveness of the proposed method will be assessed in this section. Firstly, the simulation environment is 

described in detail, including the relevant settings and parameters. We then outline the benchmark methods that 

will serve as points of comparison. Finally, we present the simulation results based on the configuration presented 

earlier in this section. 

6.1. Simulation Environment 

To evaluate the proposed method and perform simulations, a simulator was designed and developed in the 

MatLab software in 2016. This simulator operates based on the model described in Figure 1. 

For simulations, a test environment with 3 fog nodes, a remote cloud broker, and 20 IoT devices is used. Each 

node is identified by its processing power and has varying processing power and transfer rates. Request 

generation rates and data transfer rates of IoT devices are determined. Requests are assumed to be independent 

and follow a uniform distribution and Poisson process. Different request rates are considered for day and night, 

determined by Poisson processes with means of 𝜆𝐷 and 𝜆𝑁, respectively. Data transfer rates for each link are 

constant within a time slot but can change between slots. Channel conditions are randomly changed in 

simulations for realism. Each request has processing and communication requirements, assumed to be 

independent and follow exponential distributions with means 𝛾1 and 𝛾2, respectively. 

To evaluate the proposed PARD method, we compare it with two widely used methods: Load Balancing (LB) 

and Random Distribution (Rnd). The LB method assigns requests to the node with the shortest queue, ensuring 

sufficient processing capacity. The Rnd method randomly distributes requests among available nodes during a 

time slot for comparison purposes. 

6.2. Configuring the Simulation Environment 

In this section we present the detailed configuration, specification and features of fog nodes. Furthermore, it will 

explain the parameters that describe the request arrival rate and its characteristics. 

6.2.1. Processing and Communication Capacity 

Taking into account the simulation environment outlined in the preceding section, we are examining an 

environment comprising three fog nodes, one remote cloud node, and twenty IoT edge devices. Table 2 describes 

the attributes of the processing nodes (in cloud and fog) used in the simulation. 

Table 2: Nodes Configuration in Simulation Environment 

R

o

w 

Node 

(Fog or 

Cloud) 

Proces

sing 

Communic

ation 

Capacity 
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Capaci

ty 

(MIPS) 

(Mbps) 

1 Node_F1 1100 U[2,5] 

2 Node_F2 800 U[2,5] 

3 Node_F3 300 U[2,5] 

4 Node_Clo

ud 

4750 1 

 

The specifications selection is determined by fog and cloud node characteristics. Fog nodes, located near edge 

devices, have lower processing power and higher sending rate benchmarks. Conversely, cloud nodes have higher 

processing power and lower send rate benchmarks. 

 

6.2.2. Request Arrival 

As mentioned earlier, the rate at which requests arrive is assumed to follow a Poisson random process. During 

the day, the mean arrival rate is denoted as 𝜆𝐷, while at night it is denoted as 𝜆𝑁. The processing volume of each 

request, as well as the associated data volume, are assumed to follow exponential distributions. The means of 

these distributions are represented by 𝛾1 for the processing volume and 𝛾2 for the data volume. The specific 

values of 𝜆𝐷, 𝜆𝑁, 𝛾1, and 𝛾2, along with other relevant settings, are determined based on the information provided 

in Table 3. 

Table 3: Simulation Environment Configurable Parameters 

ro

w 

𝜆𝐷 𝜆𝑁 𝛾1 𝛾2 𝑉 Ti

me 

iterati

on 

1 0

.

2 

0

.

1 

0

.

5 

0

.

5 

6*10

^4 

10

00 

100 

6.3. Evaluation Results 

Based on the simulation environment described in the previous section, the configuration of the nodes described 

in Table II and the system parameters available in Table III, a comprehensive simulation with 100 iterations was 

performed. In the following, we will discuss the results obtained from these simulations. 

The queue serves as a metric for measuring the number of requests waiting in line for service. A larger queue 

indicates increased congestion at the nodes. While minimizing the queue is desirable, it may come at the cost of 

factors such as energy consumption and efficiency. Hence, it is crucial to maintain the queue at an acceptable 

level while ensuring desirable efficiency. 

In Figure 2 to Figure 5, we compare the performance of the proposed method with respect to queue length, 

service delay, the number of missed deadlines, and energy consumption, using benchmark methods as references. 

6.3.1. Queue Backlog 

Figure 3 illustrates that the proposed method displays a lower queue backlog compared to the benchmark 

methods. In the proposed method, the accumulation rate is in the range of thousands, whereas the benchmark 

methods exhibit an accumulation rate in the range of hundreds of thousands. The reduced queue accumulation 

in the proposed method indicates enhanced stability when compared to the benchmark methods. 
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It is not surprising that the Rnd method is expected to exhibit unstable performance, as it distributes requests 

uniformly among processing nodes. Considering the different capacities of nodes, their different data transfer 

rates, and channel conditions at different times, a uniform distribution will cause excessive queue accumulation 

in slow nodes. On the other hand, although the SJQ method also distributes the load uniformly among the nodes, 

it leads to a higher queue accumulation compared to the proposed method, as it does not take into account the 

specific request conditions and system status. Therefore, we observe excessive queue accumulation (compared 

to the proposed method) in the processing nodes. 

 

Figure 3 Comparing the queue backlogs of the proposed method with the benchmark methods. 

6.3.2. Service Delay 

The superior performance of the proposed methods in terms of service delay is shown in Figure 4. PARD 

outperforms the baseline methods with improvements of up to 15.6% and 24% in service delay compared to SJQ 

and Rnd, respectively. 

6.3.3. Number of Deadline Misses 

The performance of the proposed method in terms of the number of missed deadlines is shown in Figure 5. PARD 

exhibits superior performance compared to the baseline methods, as indicated in Figure 5.3. Specifically, 

considering the mentioned configurations, PARD achieves a reduction of 55.9% and 77.7% in the number of 

deadline misses compared to SJQ and Rnd, respectively.  

 

Figure 4 Comparing the service time for the proposed method and the benchmark methods. 

6.3.4. Energy Consumption 

The performance of the proposed method in terms of energy consumption is shown in Figure 6. PARD 

demonstrates superior performance in this aspect, as indicated by significantly lower energy consumption 

compared to the baseline methods. Specifically, PARD performs 66.6% and 83.3% better than SJQ and Rnd in 

terms of energy consumption. 



J. Electrical Systems 20-4s (2024): 2426-2444 

 

2441 

 

Figure 5 Comparing the number of deadline misses for the proposed method and the benchmark methods. 

 

7. Analyzing the Obtained Results 

This section summarizes the achievements and findings of this research. More specifically, in this section, we 

will analyze and evaluate in more detail the results that we have obtained from carrying out the simulations. We 

will analyze and discover meaningful relationships between various measured parameters. 

7.1. Energy and Performance Tradeoff 

As mentioned in the previous chapter, parameter V represents the level of attention given to the cost function 

versus queue stability. Therefore, the larger values for V show the greater focus on efficiency metrics (service 

delay and number of deadline violations) and the better the performance will be. However, on the other hand, 

this improvement in performance comes at a cost to the system, namely an increase in energy consumption. 

Therefore, a trade-off is observed between the performance metrics and consumption of energy. Increasing the 

value of parameter V will reduce service delay (and also the number of deadline violations), but we will also see 

an increase in energy consumption. 

 

Figure 6 Comparing Energy consumption in the proposed method and the benchmark methods. 

7.2. Parameter V 

The V parameter is an important determinant of the performance of queueing systems. Parameter V controls the 

balance between the penalty function, in one side, and the objective and stability of real queues, in the other side. 

Higher value of V indicates a greater emphasis on efficiency metrics like service delay and deadline violations, 

resulting in improved performance. 

However, enhancing the performance will increase the energy consumption in a trade-off. It is essential to 

consider this trade-off between efficiency and energy consumption when setting the value of parameter V. 

Finding the right balance between these two factors is essential for optimum system performance. 

The specific requirements of the system will be a major factor in determining the value of the V parameter. For 

example, in systems with higher priority functions, a higher V value may be necessary to ensure that the functions 

can be performed effectively. Conversely, a lower V value may be preferred to minimize energy consumption in 

systems where energy consumption is a primary concern. 
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7.3. Scalability of the Proposed Methods 

The system size has a direct influence on the system delay. The reason behind this impact is initiated from greater 

number of nodes in large system. Indeed, the dispersion and heterogeneity of the nodes require more time to 

move requests at different time intervals. Therefore, the controller may send requests to nodes that consume less 

energy at that moment, but are farther away from the requester. Consequently, we will see a grow in the number 

of missed deadlines. Additionally, with a growth in the number of processing nodes, energy consumption will 

also increase. However, on the other hand, an increase in the number of nodes has the potential to provide nodes 

with diverse capabilities, creating the opportunity for optimal use of energy resources. 

8. Conclusion 

This study explored cloud request distribution to reduce latency and maintain system stability. Stability involves 

limiting congestion in all queues and ensuring no queue is overwhelmed, resulting in desirable long-term system 

performance. The Lyapunov framework, a control theory method, was employed to evaluate and prove stability. 

By defining a Lyapunov function and controlling its changes, system stability can be maintained from an initially 

stable state. 

Cloud nodes are geographically unevenly distributed, resulting in energy-consuming processing nodes and 

opportunities for innovation in power and energy management. Conventional methods face challenges due to 

node distribution, but intelligent power management methods are viable within the cloud architecture. However, 

heterogeneous fog nodes require alternative approaches. Utilizing clean energy resources at processing node 

locations is one such approach. Effective resource management should consider both processing and energy 

resources. Continuous power consumption by fog nodes complicates request distribution, requiring a balance 

between service delay, stability, and energy resource utilization. We propose a queue-based approach combined 

with Lyapunov optimization to address this sustainability challenge, presenting a dynamic allocation algorithm. 

To assess the proposed method, a simulation environment was created and comprehensive tests were conducted 

under various system conditions. The proposed method's performance was compared with other existing 

methods. Several criteria, including service delay, deadline violations, energy consumption, and queue backlog, 

were selected to evaluate the proposed method. The simulated results show that the proposed method manages 

the requests in an effective way. The favorable performance of the proposed method under various conditions is 

confirmed by the evaluation and analysis.. 

In terms of future directions, one possible approach is to leverage containerization and micro-services 

architecture to enhance resource allocation and utilization efficiency. This can be achieved by dividing extensive 

applications into smaller, modular components, facilitating the distribution and scalability of these components 

across numerous devices and locations. 

Aside from these technical solutions, it is essential to address broader organizational and policy matters to 

effectively support management of resource in FC. 
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