Identification of Parkinson’s Disease Using Stacking Classifier

Abstract: Parkinson’s disease, a neurodegenerative condition, impacts millions of individuals across the globe. Timely and precise identification is imperative for efficient administration and therapy. The current study centers around utilizing machine learning algorithms to forecast Parkinson’s disease by analyzing biomedical and clinical information. A comprehensive dataset comprising demographic information, medical history, and clinical assessments is collected and preprocessed to handle missing values and ensure data quality. To determine the most significant factors that can predict the disease, methods for selecting and extracting features are employed. The effectiveness of stacking classifier algorithm is assessed in terms of their ability to make accurate predictions. The dataset is split into two parts, one for training and the other for testing. Cross-validation is used to adjust the model’s hyperparameters and stay away from overfitting. The model has been thoroughly assessed using conventional classification metrics and support vector machines (SVM). The findings of this research indicate that machine learning has significant potential in accurately predicting Parkinson’s disease. Consequently, healthcare providers have the ability to enhance the well-being of individuals with Parkinson’s disease and detect those who may be at risk at an earlier stage of the condition. This study adds to the continuous attempts to make use of advanced data analysis methods for the prompt detection and treatment of neurodegenerative disorders such as Parkinson’s.
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I. INTRODUCTION

Parkinson’s Disease, a progressive and intricate neurodegenerative condition, impacts a significant number of individuals globally. The burden of Parkinson’s disease is significant for those affected and also challenges both healthcare systems and society on the whole. PD is mainly a disorder that affects movement and is identified by various motor symptoms which includes shaking when not in motion, slow movement, stiffness, and difficulty maintaining balance. The motor symptoms occur due to the progressive decline of dopamine producing neurons in the substantia nigra area of the brain as well as the subsequent reduction of dopamine levels, which is an essential neurotransmitter for controlling movement. PD is more than just a motor function disorder; it encompasses numerous other impairments. It includes a wide range of non-motor symptoms that can greatly affect a patient’s quality of daily life, such as problems with thinking, emotional disorders, difficulty sleeping, along with issues with the autonomic nervous system. It is still unclear what causes Parkinson’s disease, but a mix of environmental and genetic factors may play a role. The suspected causes of Parkinson’s disease include genetic mutations, contact with harmful substances, and certain aspects of one’s lifestyle. However, it is still not fully understood exactly how these factors exactly interact and contribute to the development of the disease. The diagnosis of Parkinson’s disease primarily depends on clinical assessment and the recognition of typical motor symptoms, usually when a significant number of dopamine-producing neurons have already been damaged. It is extremely important to diagnose and intervene early, as the current treatments mainly concentrate on managing symptoms rather than modifying the disease. There is an urgent requirement for improved methods of diagnosis and treatment to prevent or delay the advancement of diseases.

In this article, we expand on the research conducted by https://rdcu.be/dmaqN. In this particular study, we adopt a comparable methodology, but we aim to make use of alternative machine learning classifiers to enhance the model’s performance. Additionally, these classifiers are crucial in facilitating early prediction of PD, enabling the timely implementation of neuroprotective treatments.
II. LITERATURE SURVEY

There are a lot of related works in predicting Parkinson’s disease. In [1] the article explains the creation and verification of a machine learning algorithm that combines genetic information, transcriptomics data, and clinical data to forecast the likelihood of developing Parkinson's disease. The objective in [2] was to explore the potential of functional MRI (fMRI) to predict optimal deep brain stimulation (DBS) parameters for individual patients with Parkinson's disease, using machine learning. The research paper acknowledges several limitations to their findings. Firstly, the order in which fMRI data were acquired was not entirely randomized. Secondly, the brain network responses to changes in frequency, pulse width, and stimulation polarity remain to be examined. The authors of [3] conducted training on various models, including Support Vector Machine (SVM), Random Forest (RF), Decision Tree (DT), K-Nearest Neighbor (KNN), and Multi Layer Perceptron (MLP), in order to distinguish between patients with Parkinson's disease (PD) and those who are healthy. The dataset utilized in the study included 195 voice recordings from 31 patients who were undergoing examinations. The models underwent training to improve their performance through methods like SMOTE, Feature Selection, and hyperparameter tuning via GridSearchCV.

The results indicated a 70:70 ratio between MLP and SVM. The project obtained its most favorable outcomes by employing GridSearchCV in conjunction with SMOTE for a 30% division between training and testing. Overall, MLP had 98.31% accuracy and SVM had 95% accuracy. The intention of the framework mentioned in [4] is to enhance the precision of current methods used to forecast the intensity of Parkinson's disease and also to deliver a more effective and dependable outcome. However, since the framework solely depends on the examination of speech signals, it may not always be adequate for accurately predicting the severity of Parkinson's disease in every situation.

The main aim of the study described in [5] was to make use of neural networks and machine learning techniques to forecast the extent of Parkinson's disease by analyzing voice impairment in patients. According to the study, it was discovered that the suggested remedy was able to differentiate between individuals in the early stages of Parkinson's disease. The paper in [6] examines the effects of Parkinson's disease on voice alterations and the potential consequences associated with them. The writers investigate the anatomical and physiological factors behind the voice alterations commonly observed in individuals with Parkinson's disease, while also analyzing how these factors are interconnected. The article examines the vocalization aspect and the potential dysfunction that might arise in individuals with Parkinson's disease prior to it impacting their limbs and fine motor skills. The highlighted aspect emphasizes that alterations in voice may be used as an early indication of a disease or as a sign of how the disease is advancing. In [7] the objective was to use wearable devices integrating inertial sensors and machine learning to detect and predict the occurrence of freezing of gait (FOG) episodes in Parkinson’s disease.

In [8] the objective was to enhance parkinson’s disease prediction using machine learning and feature selection methods. Naïve Bayes algorithm obtained the best performance in enhancing the detection of Parkinson’s disease but larger datasets were needed to validate the effectiveness of the proposed approach. The purpose of the study mentioned in reference [9] was to tackle the intricacies of Parkinson's disease. This was done by combining various types of data (unlabeled, multimodal, and longitudinal) and gaining a thorough comprehension of the paths and aspects through which individual’s progress. According to the study, it has been found that clinical data collected over a period of time can be used to anticipate distinct subtypes of Parkinson's disease, based on the progression stage. The research conducted in [10] observed the deterioration of cognitive abilities over various durations, although only a limited number of studies examined cognitive decline for an extended period of more than four years.

The majority of research primarily looked at the assessment of changes in overall cognitive function using the Mini-Mental State Examination. However, there was significant variation in the utilization of neuropsychological tests across different studies. There was only one research study that examined how well patients performed in various cognitive areas such as executive function, language, memory, working memory, attention, and visual-spatial function. This study also followed agreed-upon guidelines to determine if patients had any cognitive impairments. Studies having follow - up intervals of at least four years had been the only ones where noticeable impact sizes were found. The findings highlight the importance of evaluating bigger groups of individuals with Parkinson's disease for extended periods of time, using a thorough set of cognitive tests.

The paper presents a review of previous research that has examined speech patterns in Parkinson’s disease along with other synucleinopathies in [11]. The authors look at how these research studies have discovered particular
speech indicators that may be utilized to assist in the identification and tracking of these disorders. The drawbacks of existing methods for examining speech patterns are also emphasized, which involve the requirement of specialized equipment and trained individuals. The next section describes about the stacking classifier used to predict the Parkinson’s disease.

III. PREDICTION OF PARKINSON’S DISEASE USING SVM AND KNN

The proposed approach involves integrating various types of data, such as maximum vocal fundamental frequency, minimum vocal fundamental frequency, signal fractal scaling exponent, correlation dimension etc. Once the model is trained, it will be evaluated on a held-out test set of Parkinson’s data. The model's accuracy will be measured by its ability to correctly classify whether a person has Parkinson’s or not in the test set. The expected outcome of this study is a highly accurate classifier based model that can be used to identify Parkinson’s disease in real time. The dataset is loaded from csv file to a pandas data frame and this dataset is stored in Parkinson’s data. The data is grouped by status that is the people who are affected and unaffected by Parkinson’s and the mean of every column is taken. The data is pre-processed and then the status columns are separated from the dataset. Since status column is our target variable, we need it separately as we are going to classify whether a person is healthy or not using status.

Data standardization is done to ensure that all the columns fall under a particular range but won’t change the meaning conveyed by the columns. The fit function will help the standard scale function what is the nature of data. KNN Algorithm is employed in this model as it has 0 false positives and 0 false negatives. SVC Algorithm is also employed even though it has 4 false positives but has an accuracy of 95%. The algorithms mentioned previously are stacked on top of one another using the Stacking Classifier method. We do this to train multiple models and based on their combined output, it builds a new model with improved performance.

Figure 1. Stacking Classifier

3.1 Support Vector Machines:

Vladimir Vapnik and Alexey Chervonenkis were the pioneers who at first introduced support vector machines (Chervonenkis, 2013) (Vapnik, Learn, Guyon, 1and1 1995 n.d.). SVM is a machine learning technique that has the capability to address both nonlinear and linear issues. It delivers exceptional results for both classification and regression tasks. The SVM classification method searches for the best separable hyperplane to categorize the dataset into 2 classes (Smola and Schölkopf, 2004). The model is capable of predicting and determining instances of noisy data issues. A supervised learning algorithm is known as a Support Vector Machine. An SVM is used to classify the data and create a hyperplane with N dimensions, dividing it into k categories. These models resemble neural networks in many respects. A dataset with N dimensions is considered. The support vector machine maps the training data onto a space with N dimensions. The data points used for training are subsequently split into k regions using hyperplanes that have n distinct dimensions, based on their respective labels. After the testing stage, the test points are displayed on the N-dimensional plane. The points are accurately categorized according to their specific regions. After splitting our dataset into a train set as well as a test set, we went on to train the SVM model using the train set.
3.2 KNN Algorithm:
The traditional K-nearest neighbors (KNN) algorithm is a type of supervised machine learning algorithm that is primarily employed for classification tasks. The algorithm relies on a variable parameter k, which signifies the count of the "closest neighbors." The KNN algorithm operates by figuring out the closest data point(s) or neighbor(s) from a set of training data for a given query. The data points that are closest to the query point are found based on their nearest distances from the point. Once the k closest data points are identified, the system applies a majority voting method to determine the class that has the highest frequency. According to the ruling, the classification of the query as final is based on the class that had the highest frequency.

3.3 Dataset Description:
The dataset consists of various biomedical voice measurements collected from 31 individuals, 23 of whom have Parkinson’s disease (PD). Every row in the table represents a different voice recording from one of 195 individuals, with each column representing a specific voice measurement. The information in the "status column" is meant to differentiate between individuals who are healthy and those who have PD, with a value of 0 indicating health and 1 indicating PD. The characteristics in the dataset are "name" (with recording number), MDVP:FO represents average vocal fundamental frequency, MDVP:Fhi represents maximum vocal fundamental frequency, and MDVP:Flo refers to the minimum vocal fundamental frequency, and other attributes include several measures of variation in fundamental frequency.

![Figure 2. Architecture Diagram](image)

![Figure 3. Sample of the Dataset](image)
3.4 Model summary:

The study described the use of SVM and KNN for early disease identification in Parkinson’s disease. The suggested method involves stuffing and classifying the obtained data using classification method. By combining inputs from Parkinson’s sufferers and healthy individuals, the model produces a reliable result for the data sets obtained as input.

IV. RESULTS

The results obtained from the KNN model when used on the dataset produces an accuracy of 82%, Matthews Correlation coefficient of 52% and F1 score of 83%. The results from the SVM model produces an accuracy of 87%, Matthews Correlation coefficient of 56% and F1 score of 84%. The Matthews Correlation coefficient stands out as a valuable classification metric used for condensing the information contained in an error matrix.

Tuning the parameters of SVM can be challenging and time consuming. KNN’s performance can go down as the dimensionality of feature space increases. To counteract these effects stacking classifier is employed. A stacking classifier is an ensemble machine learning technique that amalgamates various classification models into a single and more powerful model. This amalgamation often results in enhanced performance because the composite model leverages the strengths of each constituent model. Stacking classifier is used to combine the predictions of SVM model with those of KNN. The individual models are trained on distinct partitions of the dataset, after which their predictions are amalgamated through the utilization of a meta-classifier.

The stacking classifier using KNN and SVM used on the test dataset produces an accuracy of 82%, Matthews Correlation Coefficient of 56% and F1 score of 84%. This has led to improved performance of the model compared to individual base models. It also has made the model more robust to overfitting. These factors show significant improvement of the stacking classifier model when compared to KNN and SVM model when used alone.

4.1 Confusion Matrix

The confusion matrix is a matrix which provides a summary of just how well a machine learning model performs on a specific dataset for testing purposes. It is commonly employed to evaluate the effectiveness of classification models, that seek to forecast a categorical tag for every given input example. The matrix shows the count of accurate positive predictions, accurate negative predictions, incorrect positive predictions, and incorrect negative predictions from the model on the test data. The binary classification matrix will consist of a table with dimensions 2X2.

![Figure 4. Confusion Matrix](image)

The confusion matrix was generated to look at the accuracy of the SVM and KNN models in predicting Parkinson’s disease. There are a total of 31 accurate negative results, 26 accurate positive results, 6 inaccurate negative results, and 2 inaccurate positive results. The level of precision is around 82%.
V. COMPARATIVE ANALYSIS

The stacking classifier using KNN and SVM used on the test dataset produces an accuracy of 82%, Matthews Correlation Coefficient of 56% and F1 score of 84%. This has led to improved performance of the model compared to individual base models. It also has made the model more robust to overfitting. These factors show significant improvement of the stacking classifier model when compared to KNN and SVM model when used alone.

VI. CONCLUSION

The main goal is to make use of machine learning methods, specifically SVM and KNN, in combination, to accurately detect Parkinson’s disease thanks to a low rate of mistakes. The SVM model was trained and tested on 31 patients with 195 voice recordings in the study using the dataset. The model was found to have an 82% accuracy rate in determining Parkinson’s disease based on the results. The study additionally suggests that upcoming studies could concentrate on utilizing different sets of data and characteristics to categorize patients and detect the specific phases of Parkinson’s disease. The research recognizes the drawbacks of employing a binary characteristic for categorizing patients and proposes that upcoming studies are able to incorporate more sophisticated elements to enhance the precision of the model. The suggested system is easy to understand, efficient, and can be used on any platform, increasing its effectiveness. The research suggests that employing machine learning methods to identify Parkinson’s disease at an early stage shows great potential. This approach holds promise in enhancing patient results and offering more effective treatment choices for this incapacitating disorder.
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