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Abstract: - This investigation delves into the pressing need for curriculum reform in Indonesia, specifically examining the "Merdeka Belajar: 

Kampus Merdeka (MBKM)" policy, with a focus on the Near Peer Teaching (NPT) model. Previous studies have flagged NPT's shortcomings, 

attributing them to inconsistent tutor feedback rooted in relational challenges. Despite positive anecdotal evidence of student transformation 

through NPT, such accounts often lack objectivity. This research strategically surveys K-12 vocational schools in Kuningan, honing in on 

challenges in Mathematics to inform responsive teaching strategies. Noteworthy is the persistence of selecting peer tutors based on final exam 

scores, a practice upheld despite the initial randomness in NPT tutor selection, creating hurdles in gauging effectiveness. Paradoxically, 

empirical data suggests that third-semester students make better tutors, yet the fixation on final exam scores persists. To propel the NPT model 

forward, the study advocates for clustering tutors based on scientific intelligence, integrating the innovative application of machine learning 

algorithm K-Means. This comprehensive approach melds quantitative data science with qualitative Deep Interviews, aiming to refine and 

optimize the identification of suitable peer tutors. The crux of the findings revolves around the imperative to refine the selection process for 

peer tutors, considering factors such as interest, motivation, and academic achievement, to significantly amplify the efficacy of NPT within 

the learning environment..   
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I. INTRODUCTION 

Recent educational reforms around the world have been actively promoting science, technology, engineering, and 

mathematics (STEM) in vocational schools [1]. This is reflected in the analysis of 675 articles and proceedings 

from five editions spanning 2012-2021, showing that K-12 vocational schools/SMKs have a strong engagement 

with a high percentage in the fields of teaching, teachers, learning, and vocational education [2]. This certainly 

indicates an interest in teaching and learning in K-12 vocational education [3], [4]. In line with this, in Indonesia, 

the “Kurikulum Merdeka” has been established as the current national curriculum policy, focusing on student 

needs [5]. 

 

Figure 1. Visualization of Clustering of X Grade Students' Mathematics Final Exam Scores with NPT Learning 

In a field study case related to student needs, a problem was found with the average final exam scores in 
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mathematics at a K-12 vocational school in Kuningan. After visualization (as seen in Figure 1), a significant 

disparity in scores was noted. After surveying students and interviewing teachers, students felt difficulties and 

experienced “jumping logic” in learning mathematics with the Near Peer Teaching Model. In response to student 

feedback, teachers wanted to provide appropriate training designs based on tutor ability clustering. Generally, 

teachers only use final exam scores as the main parameter, which ultimately poses challenges in measuring the 

effectiveness of Near Peer Teaching due to various biases and difficulties in accurate measurement. Paradoxically, 

teachers agree that academic factors are not the only main parameter in selecting peer tutors. 

The initial problem in another NPT study case was claimed to be less effective due to the feedback given by tutors 

being partly correct and partly incorrect [6]. This could be caused by relational challenges in communication and 

interpersonal aspects [7]. However, there is abundant literature on the dynamics of peer tutor-student relationships, 

peer tutor evaluation performance, and student satisfaction with NPT [8], [9]. The core issue is that although many 

publications report positive changes in students using the NPT model, most are based on subjective opinions. Few 

studies investigate the effectiveness of NPT with measurable, objective, and prospective techniques [10]. 

Therefore, it is important to cluster tutors to obtain measurable learning model effectiveness and prospective tutors 

based on variable considerations such as motivation, interest, achievement, learning outcomes, and educational 

track record [11]. 

With the complex characteristics of potential NPT tutors, it is very possible to conduct an in-depth analysis using 

artificial intelligence machine learning technology to discover patterns of analysis for accurate information. The 

current artificial intelligence algorithms used to predict the prospects of potential tutors and classify tutors include 

the Naïve Bayes algorithm, k-Nearest Neighbors, Decision Tree-based algorithms [12], Random Forest, Support 

Vector Machines (SVM), Neural Networks [13], RA, J48, JPip, AdaBoost, BN Yahya Logistic Regression, Linear 

Regression, etc [14]. 

II. LITERATURE REVIEW 

Near Peer Teaching (NPT) is an educational approach where students actively serve as peer tutors/instructors, 

typically chosen from the same learning environment or one academic year ahead [15], [16]. NPT offers a more 

individualized learning approach, where peer tutors can bridge the knowledge gaps that teacher-centered learning 

fails to address [17]. In developing NPT to meet student learning needs, complex and interrelated variables are 

necessary for the clustering process. The accuracy of tutor clustering can be achieved by leveraging technological 

advancements. 

Technological progress benefits society [18]. The paradigm shift in the use of digital technology in the business 

world has a significant impact on the field of education, which plays a crucial role. The expanding trend of using 

Machine Learning (ML) is now a novel social panorama, not only for its ability to collect social interaction data 

but also for its evolved role in analyzing and extracting information to offer insights into the emotional and 

psychological aspects of learners [19].  

 

Figure 2. Countries Production Overtime 

Machine Learning (ML) is a part of Artificial Intelligence (AI) that simulates human intelligence in machines or 

systems. An analysis of 613 articles from 2013-2023 shows that the implementation of AI in education has proven 

beneficial. Countries like China, America, Spain, Saudi Arabia, and the United Arab Emirates dominate the 

contribution to publications related to the use of AI in development, utilization, management, assessment, and 
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design in the education sector (see Figure 2). Machine learning ranks third in AI education research topics (see 

Figure 3). 

 

Figure 3. Word Cloud 

 Based on the average number of publications, citation counts, and publication year, the topic of machine 

learning scores the highest (see Figure 4). There are 43 recent articles with 53 distributions across different 

multidisciplinary topics and a significant number of citations. The analysis of classification and clustering data 

dominates the topic of machine learning. This mapping has been aligned with most researchers' practices by 

considering the number of occurrence compromise, choosing 3 to select the best 111 keywords out of 980 to create 

a better "helicopter view" visualization on Vosviewer. This visualization has undergone a "Thesaurus" 

identification to find different but synonymous keywords. 

 

Figure 4. Overplay Visualization of Machine Learning 

In the thematic mapping of AI in education, with settings of 390 number of words, cluster frequency value of 9, 

and 2 number of labels, key influences have emerged covering various fields, along with the relevance of using 

data mining. The emphasis on the application of ML in the peer tutor model is essential, especially considering 

the complexity of the "learner effect," which has been extensively explored but with slow evolution. Increasingly 

urgent is the development and further publication on the topic of "performance evaluation," which is evolving and 

requires more attention. While the topic of "learning outcomes" has been a primary focus, continuously involving 

basic thematic areas adds complexity to the analysis (see Figure 5), which includes a strategic diagram and 

thematic network. This mapping has been processed with a comprehensive science map.  

 

Figure 5. Thematic Map 
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There are 40 publications on ML innovations in the classification and clustering of student scores and 

performance, aiding teachers in making appropriate treatment decisions based on clusters. ML applications 

include predicting scores based on student performance similarities [20], using clustering techniques in EDM data 

science analysis with naïve Bayes and random forest algorithms in a bi-level learning framework [21]. ML can be 

used to make student performance model decisions by analyzing student performance, correlation levels, and 

feature rankings with ridge regression methods [22]. The application of neural networks (ANN) is suitable for 

predicting performance at educational levels, proving that the used predictors have a significant impact on 

outcome variables [23]. The use of grouping, classification, and regression algorithms like decision trees, SVM, 

and artificial neural networks on variables such as online student performance, face-to-face student performance, 

and blended learning outcomes can reflect the achievement of good performance [24]. The effectiveness of 

curriculum characteristics and learning performance prediction models can be obtained by spiking feedforward 

neural algorithms [25]. The application of feature engineering and instance engineering techniques can detect over 

72% of students at risk of dropping out [26]. Data mining processed by ML can be a new process and innovation 

to improve student and teacher learning performance, serving as a tool to collect, analyze, measure, and report 

student performance aimed at understanding and optimizing learning [27]. With the sophistication of ML, it is 

possible to analyze the complex characteristics of potential NPT tutors for application in education through the 

diffusion of educational innovation, although the global distribution of its role in education is still unknown. One 

current challenge is the outdated education system and the learners' ability to adapt to social and mental model 

changes [28]. Therefore, designing better quality education is one of the main goals and solutions for the academic 

community today [29]. According to researchers' findings, the K-Means algorithm has not been widely used for 

improving student quality and performance. Its application through tutor clustering can help in assessing the 

measurable effectiveness of NPT and prospective tutors. 

III. METHODOLOGY 

This preliminary study employed a literature review method as a conceptual reinforcement, using the VOSviewer 

application for mapping previous research [30], Bibliometix for analyzing the strategic diagram of previous 

research [31], and the machine learning application Rapidminer for the clustering of peer tutors [32]. This was 

followed by designing its application so that it can be used by teachers for tutor clustering, referring to the 

correlated student variable data. The research stages included: formulating the research problem, reviewing 

previous research on ML in improving educational quality, identifying the K-means algorithm for clustering peer 

tutors, and interpreting the findings. 

IV. APPLICATION OF K-MEANS ML ALGORITHM IN NEAR PEER TEACHING 

A. Classification and Clustering of Student Data 

Classification involves grouping data based on label similarity. Students in each class have different abilities. (see 

Figure 6). 

 

Figure 6. Classification of Tutors in Class 

 Clustering is similar to classification in that it groups data, but clustering groups data based on data similarity. 

In the case of peer tutor learning, clustering is necessary to group tutors based on the potential and abilities of 
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students (motivation, interest, achievement, learning outcomes). This is very useful as a guideline for teachers to 

determine training interventions that match the abilities of tutors. (see Figure 7). 

 

Figure 7. Clustering of Tutors Based on Student Abilities 

The benefits of clustering include helping with data segmentation, which is very practical in dividing and grouping 

peer tutor data with a variety of variables. Clustering can label data for use in the classification process. Euclidean 

Distance is used to measure data similarity. 

B.  Measuring Data Distance 

Data similarity can be measured by using the Euclidean Distance equation, as follows: 

d = √∑ (𝑥𝑖 − 𝑦𝑖)2𝑁  

d : Distance Between Data 

Ʃ : Summation of Squared Differences of xi and yi 

x dan y : Attributes 

i : Index of Attribute 

Example of student data illustration: 

Table 1.Example Illustration of Student Data 

Achievement Learning 

Outcome  

Interest  Motivation 

70 70 50 75 

80 90 85 90 

65 60 80 80 

Then there is new data: 

Table 2. Example of New Student Data 

Achievement Learning 

Outcome  

Interest  Motivation 

70 70 85 80 

To measure the distance of values, Euclidean Distance measurement can be used as follows: 

d1 = √(70 − 70)2 + (70 − 70)2 + (85 − 50)2 + (80 − 75)2 

d1 = 35.355 

d2 = √(70 − 80)2 + (70 − 90)2 + (85 − 85)2 + (80 − 90)2 
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d2 = 24.494 

d3 = √(70 − 65)2 + (70 − 60)2 + (85 − 80)2 + (80 − 80)2 

d3 = 12.247 

It can be seen that the new data is closely related to the third data (d3) with a distance of 12.247, indicating a 

strong similarity with the third data set. Conversely, the distance of the new data from d1 is 35.355 and from d2 

is 24.494, which is significantly farther, being more than twice the distance of the new data from d3. If illustrated 

by looking at the variables of motivation and interest on an x,y curve (see Figure 8), it is evident that the new data 

is very close to the third set. 

 

Figure 8. Data Distance Curve 

C. K-Means Algorithm 

K-Means is an algorithm for data clustering based on the measurement of data distance to the nearest cluster 

center. Each data point is grouped according to the nearest cluster center. (see Figure 9). In 3 cluster centroid 

centers. 

 

Figure 9. Illustration of 3 Centroids and Data Distribution  

The plus sign indicates the cluster center. Each cluster center forms a cluster based on the nearest data, resulting 

in 3 different clusters from the 3 centroid cluster centers. Each data point is grouped based on its proximity to 

each data centroid. (see Figure 10). 
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Figure 10. Formation of 3 Clusters Based on Distance to Centroid 

D. How to Determine the Cluster Center (Centroid)? 

 The initial step is to determine the number of cluster centers to be used. Initially, cluster centers are placed 

randomly, and then each will gather its data. The cluster centers are then adjusted by calculating the average of 

each data point. The process of moving cluster centers stops when the significance of the data center movement 

becomes relatively small. 

E. Implementation of the K-Means Algorithm in Rapidminer.. 

 Teachers can prepare data on the interests, motivations, achievements, and learning outcomes of tutors (see 

Figure 11). The K-Means algorithm can then be selected from the “operator” menu under the name clustering. 

Setting the “operator” parameters is necessary, which include the number of clusters determined by the teacher, 

the “max run” feature to determine the number of clustering processes, and the “mixed measures” option in the 

“measure types” feature to facilitate the Euclidean Distance clustering process with different attributes. 

 

Figure 11. Rapidminer Tutor Clustering Design 

F. How to Determine the Correct Number of Clusters? 

 The appropriate number of clusters can be determined by adding the “cluster distance performance” analysis 

feature to the clustering design as seen in (see Figure 12). Teachers can measure the quality of clusters based on 

data distance. It should be noted that “cluster distance performance” will not process if there are polynomial 

attribute data such as the “status_type” attribute. The solution is to drop this attribute so that analysis can be 

processed. However, if the teacher needs polynomial attributes, they can be converted to numeric. 

 

Figure 12. Adding Cluster Distance Performance Feature to Tutor Cluster Design 

 The design results will show the average data distance of each cluster, allowing teachers to analyze and compare 

the average data distances of each cluster. Then, teachers can choose the appropriate number of clusters using the 

“elbow method”. The average data distances of each cluster are visualized using an x,y curve, and teachers can 

select the number of clusters based on the most distinct “elbow” on the line. 

 

Figure 13. Visualization of Clustering of XI Grade Students' Mathematics Final Exam Scores with NPT 
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Learning 

 The implementation of machine learning can be applied to 3rd-semester students (see Figure 13) who have a 

higher average score and more homogeneous score mapping to become prospective tutors. After the clustering 

process using machine learning with the K-Means algorithm, teachers can conduct deep interviews by sampling 

some students from each cluster. This can determine the appropriate tutor training design, thus minimizing the 

chances of tutors making errors in delivering teaching materials to other students. 

V. CONCLUSION 

The K-Means algorithm in ML offers great potential in clustering tutors based on variables such as interest, 

motivation, achievement, and student learning outcomes accurately. By utilizing this method, teachers can identify 

complex patterns and hidden relationships between these correlated tutor ability factors, allowing for personalized 

teaching approaches and more effective tutor training. Grouping tutors based on these characteristics, the system 

can dynamically adjust learning strategies for each student group, maximizing teaching potential and enhancing 

academic achievement. Thus, the application of the K-Means algorithm in tutor clustering promises not only 

efficiency in the teaching process but also can have a significant positive impact on students' learning progress. 

VI.  FUTURE RESEARCH 

Facing the urgent demand for quality improvement in education, future research can focus on implementing tutor 

clustering using the K-Means algorithm as an innovative solution. By leveraging the strength of this algorithm in 

grouping tutors based on interests, motivation, achievements, and student learning outcomes, such research can 

design a recommendation system that optimizes teaching effectiveness. This approach not only has the potential 

to improve academic success rates but also paves the way for more adaptive and personalized learning approaches, 

leading the world of education towards a more dynamic and responsive era to individual student needs. 
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