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Abstract: - An important part of the study is looking at how to use machine learning to find scams in bank data. This is a very big problem 

in the banking world, where finding and stopping scams is very important. The study adds class weight-tuning hyper parameters to make 

scam detection better. These factors make it easier for the model to tell the difference between real and fake transactions, which makes the 

scam detection system more accurate. Cat Boost, Light GBM, and XG Boost are three well-known machine learning methods that are used 

in a smart way in this work. Each program is good at something different, and using them together should make the scam detection method 

work better overall.To fine-tune the hyper parameters, deep learning methods are used in the work. This combination improves the fraud 

detection system's speed and ability to change, making it better at finding new fraud schemes. Real-world data are used in the project to do 

thorough reviews. These tests show that using Light GBM and XG Boost together works better than other ways when looking at different 

factors. By this measure, the suggested method is better at finding fake actions than other approaches. It has a Stacking Classifier that 

combines results from the Random Forest and Light GBM classifiers with certain settings. Using a Gradient Boosting Classifier as the 

final predictor, this ensemble method improves the accuracy of predictions by using the best features of different models. 

Keywords: Bayesian optimization, data Mining, deep learning, ensemble learning, hyper parameter, unbalanced data, 

machine learning.. 

I.  INTRODUCTION  

As financial institutions have grown and web-based e-commerce has become more popular, there have been a lot 

more financial activities in the past few years. Fraudulent activities are becoming more common in online 

banking, and it has always been hard to spot fraud [1, 2]. Since credit cards have changed over time, so has the 

way credit card theft is done. Credit card fraud has always been updated, and criminals try to seem authentic. 

Fraudsters work hard to seem legitimate. Instead of learning how fraud detection systems function, they add to 

them, making fraud detection tougher. Because of this, experts are always looking for new ways to do things or 

ways to make the ones they already have work better [3].  

Fraudsters often get what they want by taking advantage of flaws in security, control, and tracking in business 

software. Truth be told, technology can help fight scams [4]. To stop theft from happening again, it's important to 

find it right away [5]. Criminal or unethical lying with the goal of making money or getting something nice for 

yourself is what fraud is. Credit card theft occurs when someone uses a stolen credit card to make transactions in 

person or online. Cardholders frequently give up their card information, expiry date, and verification number over 

the phone or online [6], thus scams might happen.  

To escape loses due to fraud, there are two tools that can be used: fraud protection and fraud identification. The 

goal of fraud protection is to keep theft from happening in the first place. On the other hand, scam detection is 

needed when someone tries to make a fake exchange. [7]. Fraud detection in banks is thought of as a binary 

classification problem, where material is either real or fake [8]. Because there is a lot of financial data and files 

hold a lot of transaction data, it is either not possible or takes a long time to look through it all by hand and find 

trends for illegal transactions. Because of this, methods built on machine learning are very important for finding 

and predicting scams [9].  
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Large files and finding scams can be done more quickly and accurately with machine learning techniques and a 

lot of computer power. [15] Deep learning and machine learning algorithms can also solve problems quickly and 

correctly in real time [10]. We describe an effective credit card fraud detection method in this study. It uses 

improved algorithms LightGBM, XGBoost, CatBoost, logistic regression, majority voting, deep learning, and 

hyperparameter settings and was tested on public datasets. A perfect fraud detection system would catch more 

fraud and be accurate. All findings should be appropriately recognized to increase client confidence and prevent 

the bank from losing money due to misidentification.

II.  LITERATURE SURVEY 

E-commerce fraud is difficult to prevent since fraud patterns vary. [1] This study introduces fraud islands  

(link analysis) and multi-layer machine learning models [10, 15, 20] to identify scam tendencies. Link analysis 

examines the networks of fraudulent organizations to identify hidden, complex fraud patterns. This produces 

fraud islands. Scam trends vary, hence a multi-layer model is utilized. Current fraud labels are determined by 

banks' refusal judgments, human review agents' rejection decisions, fraud warnings, and refund requests. Fraud 

risk prevention groups like banks, human review teams, and fraud machine learning models should be able to 

identify distinct fraud kinds. Combining many machine learning models trained with distinct fraud labels 

improved fraud choice accuracy [10]. 

There are a lot more government and private health programs than there used to be, and the number of bogus 

billing cases is also going up. [9] Fraudulent deals in healthcare systems are hard to spot because of the 

complicated connections between changing factors like customers, doctors, and services. To make health support 

programs more open, we need to create smart fraud detection models that can find holes in the way things are 

done now. This way, cases of fake medical bills can be found and stopped. It is also important to find the best 

balance between the client's medical perks and the service provider's costs. [2] Using sequence mining ideas, this 

study describes a new process-based fraud detection method for finding scams involving insurance claims in the 

healthcare system. Instead of employing sequence generation of services within each area to uncover fraud, much 

current research has focused on amount-based analysis or medication vs illness sequencing analysis. With the 

suggested method, common sets with different pattern lengths are made. For each series, the confidence level and 

confidence values are found. The sequence rule engine comes up with common sequences and confidence levels 

for each hospital's specialty. It then checks these against the real patient numbers [2, 7, 9]. This finds strange 

things because neither order would match the rule engine's patterns. The process-based fraud detection method 

has been tested using transactional data from a local hospital over the last five years. This data shows that many 

cases of fraud have been recorded. 

Since the economy has been doing well, the number of credit card transactions has been going through the roof. A 

lot of scam businesses are also growing quickly. In this situation, finding theft is becoming a more important 

issue. But the percentage of scams is much lower than the percentage of smart transactions. This makes the 

problem much harder to solve because of the imbalance dataset. This study [3] is mostly about how to use 

boosting methods to solve the problem of finding credit card scams. It also includes a short comparison of these 

boosting methods [29, 30]. 

Credit card theft has become a very important problem around the world because of the huge growth of e-

commerce and the number of ways to pay online. Recently, there has been a lot of interest in using machine 

learning algorithms as a data mining method to find credit card scams. But there are a lot of problems, like the 

fact that there aren't many freely available data sets, class sizes that aren't fair at all, different kinds of scams, and 

so on. [5] This paper looks at how well three machine learning algorithms—Random Forest, Support Vector 

Machine, and Logistic Regression—find fraud in real-life credit card transaction data [20]. We use the SMOTE 

selection method to fix the problem of unequal class sizes. The issue of scam trends that change all the time is 

looked at by using studies that use gradual learning of certain machine learning methods. Precision and memory 

are two well-known metrics that are used to judge how well the methods work. 

Credit card theft is a big issue in the business world. Fraud with credit cards costs a lot of money every year. 

Because of concerns about privacy, there aren't many studies that look at real credit card data. There are machine 
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learning methods [10, 15, 20] used in this study to find credit card scams. At first, standard versions are used. 

Following that, mixed methods are used that combine Ada Boost and majority vote. A credit card data set that is 

open to everyone is used to test how well the model works. [6]This is followed by an analysis of real credit card 

data from a bank. Noise is also added to the data sets to test how well the methods work in general. The test 

results show that the majority vote method is a good way to find credit card scams. 

In the United States, healthcare theft is a costly white-collar crime that does not not hurt anyone. The costs of 

theft are passed on to the public through higher fees or major harm to recipients [2, 7]. To fight this threat to 

society, digital systems that find healthcare scams need to change quickly. It's hard to use digital advances in 

healthcare in the US because of the country's complicated, different data methods and different health models. 

Healthcare fraud detection provides agents with suggestions they may investigate for recoupments, refunds, or 

referrals to the relevant authorities or organizations. This essay [7] summarizes previous healthcare fraud 

detection technologies. It lists peer-reviewed studies in this field, along with their main aims, conclusions, and 

data types. We'll discuss issues with using these technologies with real-world healthcare data. The authors 

propose some research subjects for other specialists to address these gaps.  

III. METHODOLOGY 

Proposed Work 

Using machine learning, the project creates a sophisticated method for finding scams in banking data. It works 

better by using Bayesian optimization and class weight-tuning, and using algorithms like [29, 30, 31, 

32]CatBoost, LightGBM, and XGBoost. The system is made even better by deep learning, and it has been tested 

thoroughly using real-world data and key measures to make sure it works well at finding and stopping theft. It has 

a Stacking Classifier that combines results from the RandomForest and LightGBM [17, 28] classifiers with 

certain settings. Using a GradientBoostingClassifier as the final predictor, this ensemble method improves the 

accuracy of predictions by using the best features of different models. A simple Flask framework combined with 

SQLite has also been created, complete with signup and signin features for effective user testing and to make the 

system more accessible and useful in real-life scam detection scenarios. 

System Architecture 

The system starts with basic data that includes information about credit card transactions, such as marks and 

features that show whether the transaction is real or fake. To get the data ready for machine learning, it goes 

through preparation, which includes selecting and extracting features. The dataset is split into two parts: a training 

set for building models and a test set for checking how well the models work. Bayesian optimization is used to 

make the hyperparameters of machine learning methods work better. Fivefold cross-validation is used with 

machine learning methods like CatBoost, [17] LightGBM, and XGBoost on the training data to make sure the 

model is stable. As an addition to the project, we have also looked into stacked algorithm. Several review 

measures are used to see how well the models find credit card scams while reducing the number of fake hits. 

 

Fig. 1: Proposed Architecture 
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Fig. 2 : Flow Chart 

Dataset collection: 

We trained machine learning models with the Credit Card Fraud Detection dataset from Kaggle. The original 

dataset had different traits linked to transactions, such as "Amount," "Time," and "V1" through 

"V28."Information that was important was kept secret, including details about the original features. 

 

Fig. 3 : Dataset 

Dataset User Link: 

https://www.kaggle.com/datasets/arockiaselciaa/creditcardcsv 

Data Processing: 

Data handling is the process of turning unstructured data into knowledge that businesses can use. In general, data 

scientists handle data, which means they gather it, organize it, clean it, check it, analyze it, and turn it into forms 

that can be read, like graphs or papers. There are three ways to handle data: by hand, mechanically, or 

electronically. The goal is to make knowledge more useful and decision-making easier. This helps companies run 

better and make smart strategy decisions more quickly. This is made possible in large part by automated data 

handling tools, like computer programs. It can help turn big data and other types of data into useful information 

for decision-making and quality control. 

Feature Selection: 

Feature selection is the process of picking out the most reliable, useful, and non-redundant traits to use in building 

a model. As the number and types of records increase, it is important to reduce their sizes in a planned way. One 

of the main goals of feature selection is to make a prediction model work better and use less computing power. 

One of the most important parts of feature engineering is feature selection, which is the process of choosing the 

most important features to feed into algorithms for machine learning. Feature selection methods get rid of 

unnecessary or useless features and only keep the ones that are most important to the machine learning model. 

https://www.kaggle.com/datasets/arockiaselciaa/creditcardcsv
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This lowers the number of input factors. If you choose which traits are most important ahead of time instead of 

letting the machine learning model do it, here are the major benefits. 

Algorithms: 

LGBM(Light Gradient Boosting Machine) 

LGBM (Light Gradient Boosting Machine): LGBM is a gradient boosting system that works very well with big 

datasets and is very fast. It is known for being fast and accurate, which makes it good for jobs like finding scams. 

LGBM puts together a group of decision trees and improves the boosting process so that the results come together 

faster [28]. 

 

 

Fig. 4 : LGBM 

XGBoost(Extreme Gradient Boosting) 

Another gradient boosting method that is often used for machine learning jobs is XGBoost. It's known for being 

strong and working well. XGBoost works well with uneven datasets because it uses a regularized gradient 

boosting scheme. This is very important for finding scams. 

 

 

Fig. 5 : XGBoost 
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CatBoost(Categorical Boosting) 

CatBoost is a library for gradient boosting that is meant to work well with category features. It takes care of 

category data automatically, which makes it easy to work with. Overfitting doesn't affect it too much, and it can 

be useful when working with real-world banking data [29, 30, 31, 32]. 

 

 

Fig. 6 : CatBoost 

 

                Logistic Regression 

Logistic Regression is one of the most basic binomial classification algorithms. It's not as complicated as 

group methods like boosting, but it can be used as a starting point for finding fraud. It's easy to understand and 

can help you figure out how important a feature is. 

 

 

Fig. 7 : Logistic Regression 

Voting Classifier 

The Voting Classifier takes the results from several machine learning models, like Logistic Regression, XGBoost, 

and CatBoost, and puts them all together to make a single forecast. This ensemble method uses the combined 

knowledge of several models, which usually leads to better accuracy and stability. Some of the vote models we've 

made use different mixes of algorithms [19, 24]. 
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Fig. 8 : Voting Classifier 

Neural Network 

A Neural Network is a model for deep learning that is based on the way the brain works. In this case, it can find 

complicated patterns and connections in the data. One reason neural networks are used is that they can learn 

complicated scam patterns, especially in big datasets. 

 

Fig. 9 : Neural Network 

Stacking Classifier 

as an extension we have built a stacking classifier. 

An ensemble method called the Stacking Classifier takes results from two base classifiers (RandomForest and 

LightGBM) and combines them with certain settings. It uses a GradientBoostingClassifier as the final predictor to 

improve the accuracy of predictions by combining the best features of different models in ensemble learning. 

 

Fig. 10 : Stacking Classifier 

IV. EXPERIMENTAL RESULTS 

Precision 

Precision is the percentage of correctly classified cases or samples compared to those that were correctly 

classified as hits. So, here is the method to figure out the precision 
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Recall 

In machine learning, recall is a parameter that shows how well a model can find all the important cases of a 

certain class. It indicates how effectively a model captures class cases. Divide the number of accurately 

anticipated positive observations by the total genuine positives. 

 

Accuracy 

Accuracy is the percentage of right guesses in a classification job. It shows how accurate a model's forecasts are 

generally. 

 

  F1 Score 

The harmonic mean of accuracy and recall is F1. This fair measure accounts for erroneous positives and 

negatives, therefore it may be used with unbalanced datasets. 

 

 

Fig. 11 : Performance Evaluation 

 

Fig. 12 : Performance Evaluation Table  
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Fig. 13 : Comparison bar graph between previous and obtained value 

Fig. 13  provides the differentiation between algorithms using the metrics precision , MCC , F-1 Score , Recall 

from the obtained output . 

 

Fig. 14 : Pie Chart for number and percentage of fraudulent vs valid transactions 

FIG. 14  represents the facile representation of  valid and fraudulent transactions. 

 

Fig. 15 : Plot for number and percentage of fraudulent vs valid transactions 
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Fig. 16 : Histograms of induvidual parameter 

Fig. 16 show the count , mean , std , minimum , maximum for each parameter as above 

 

Fig. 17 : Plot for the ROC(Receiver Operating Characteristic Curve) and AUC(Area Under the Curve) 

The graph shows the curve which  provides the distinguish between TP rate and Fp rate for each model 

V. CONCLUSION AND FUTURE SCOPE  

The Stacking Classifier stood out because it had the best accuracy of all the models, showing how well it could 

find fraud. The project showed strong results in many machine learning models, such as LightGBM, XGBoost, 

CatBoost [29, 30, 31, 32], vote classifiers, and neural networks, showing how flexible it is. Using a variety of 

sampling and scaling methods greatly improved the accuracy of scam detection, highlighting how important these 

methods are. Using the Stacking Classifier ensemble method greatly improved the efficiency of scam 

identification,highlighting how well it works. Making a Flask front-end that is easy for people to use speeds up 
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user testing and identification, making sure that the system is accessible and useful. Testing the system in Flask, 

where feedback was given, confirms that it works and is easy to use. [1, 2, 3] Findings from the project show that 

advanced machine learning methods can help find scams in the banking industry. This opens the door for more 

uses in the future. The project's results open up chances to keep getting better by looking into more group 

methods and optimization strategies. In the end, the project's results help the banking industry by making it easier 

to spot scams, cutting down on financial losses, and making sure that deals are safe, which boosts trust and 

security overall. 

In the future, researchers will look into how to improve the accuracy and reliability of scam identification by 

adding more mixed models with CatBoost [29]. CatBoost's hyperparameters will be fine-tuned in the future, with 

a focus on finding the best number of trees to make the model work better [33]. Researchers will be looking into 

ways to make the model work even when fraud trends change, so it can keep finding new scam activities. Real-

time data will make systems more sensitive and flexible, which will allow faster reactions to new threats. This is 

the goal of ongoing study. In the future, work will be done to make the model's decision-making process easier to 

understand. This will give us a better idea of how it builds trust and improves scam detection methods. 
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