Exploring the Path to Improve the Quality of Student Management Education Based on Knowledge Graph and NB-IoT Architecture

Abstract: To research the effects of the smart classroom environment on college students' motivation to learn and engagement in that learning, as well as the link between those two factors in the smart classroom environment, a multi-scene student posture detection method using meta-learning is proposed. Through a combination of offline and online learning, the method develops a posture detection metamodel and a reasonable adaptation optimizer to quickly domain modify the posture detection model for certain teaching scenarios. A small amount of labelled sample data from a single teaching scene is all that is required for the metamodel to quickly adapt to the data distribution of that scene with the help of the adaptation optimizer in the online learning phase. The method simulates the process of the pose detection model in various types of teaching through two-layer training to train the parameters of the pose detection metamodel adaptation optimizer. The experimental findings demonstrate that college students' independent learning level and learning engagement are significantly higher in the smart classroom environment than they are in the traditional classroom environment. Additionally, there is a strong positive correlation between their independent learning level and learning engagement in the smart classroom environment.
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I. INTRODUCTION

In college classrooms, there is a state of "teacher-student separation", which is caused by the single traditional classroom model, the growth of electronic items in the classroom and the loss of engagement and communication between professors and pupils. Smart classrooms are becoming more and more common in colleges and universities as a result of the extensive use of information technology in the fields of education and teaching, which offer college students a positive learning environment and an abundance of resources in the classroom, and the smart learning space can diversify and standardise the classroom while also making it easier for teachers and students to interact and fully engage students' interest in learning.

In teaching, students' posture performance in the classroom (e.g. sitting upright, lying down, etc.) is an important basis for evaluating students' learning status and classroom teaching quality. Schools have been relying mainly on teaching managers to obtain information about students' posture through on-site observation and classroom listening. This method of relying on manual labor has problems such as incomplete information extraction and low efficiency. With the development of intelligent video analysis technology, especially deep learning technology, it has become possible to use deep learning technology to analyze classroom monitoring images and achieve intelligent detection of student posture. The literature [1] first proposed the idea of using target detection to detect students' pose in crowded teaching scenes, and achieved better detection results.

However, deploying pose detection models to real teaching environments often faces many challenges. As shown in Figure 1, on the one hand, there are significant differences in teaching scenarios for different types of schools (universities, secondary schools, and elementary schools), for example, classroom desktops in universities are usually cleaner, while secondary schools tend to have more book detractors; on the other hand, teaching scenarios in the same type of schools also tend to have significant differences, for example, there are often large classrooms, small classrooms, long classrooms, step classrooms, computer labs, etc. inside universities. In addition, the imaging of the monitoring system installed at different times has great differences in resolution, image quality, viewing angle, etc. Therefore, in practical applications, the surveillance image data of the deployment scenes and the training image data of the model usually have large distribution differences, i.e., there
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is a cross-domain offset problem. The cross-domain offset problem makes the model's performance degraded in practical applications.

Figure 1: Example of monitoring images under teaching scenarios

In the field of general-purpose target detection, several approaches have been proposed in academia to address the problem of model performance degradation due to cross-domain offset. In practice, pose detection models need to be deployed in different teaching scenarios, and there are two main problems in applying the above methods directly to this task. On the one hand, a large number of labeled images are required to obtain satisfactory results, which are not necessarily satisfied by some teaching scenarios. On the other hand, when adjusting to a particular teaching scenario, the training process is challenging and it is challenging to train and deploy quickly.

In order to quickly perform domain adaptation for specific application scenarios under short sample conditions and make full use of the empirical knowledge of posture detection model adaption to varied training scenarios, the author suggests employing meta-learning to identify student poses in several scenes. The method starts from the perspective of learning how to perform domain adaptation, proposes the concept of a meta-model for pose detection and designs an adaptation optimizer with reasonable parameters. By modelling the process of posing detection model domain adaptation in multiple instructional contexts, the pose detection metamodel and adaptation optimizer parameters are taught. Only a minimal quantity of labelled sample data is needed when applying the posture detection metamodel to a particular application scenario, and with the help of the adaptation optimizer, the metamodel may be swiftly modified to fit the data distribution of that scenario. Experimental results show that the combined detection accuracy of the author's proposed method on each scene is better than the current mainstream target detection model and the adaptive model of the literature on a multi-scene student pose detection dataset. On new teaching scenarios with fewer labeled images, the adaptation training cost and pose detection effectiveness required by the author's proposed method is also significantly better than the unsupervised and small-sample target detection adaptation methods described above.

II. RELATED WORK

The concept of smart classroom is becoming more and more common in today's era, it was made possible by the "Internet +" mentality and a new wave of information technology, including big data and cloud computing. Zheng Yafeng et al [1] studied the current development status of intelligent educational equipment in China and pointed out that the development of intelligent educational equipment in China starts from VR/AR, creators/STEAM and other educational equipment; Luo Shuirong [2] gave feedback on the online teaching situation and problems during the epidemic prevention and control period and made suggestions to improve the construction of intelligent classroom; based on this, many studies on intelligent classroom have emerged. For example, Zhao Liyan et al [3] researched on the teaching practice of "MOOC+Rain Class" smart classroom; Xue Shushu et al [4] researched on the analysis model of smart classroom learning activities and its application based on EML and xAPI standards, pointing out that the model can realize the hierarchical design and reuse of smart classroom and learning activities. He Xinyu [5] designed an APP for smart classroom, advocating the construction of an intelligent and effective learning space through the intelligent control of hardware facilities. As everyone's research on smart classroom models and practices continues to deepen, this also provides ideas for universities to better build and
control smart classrooms. The flexible and diverse ways of teacher-student interaction and the full call of teaching resources in the smart classroom environment realize a high degree of integration of online and offline teaching, which effectively improves students' interest in learning and classroom participation and is of great significance to improving teaching quality.

Current research on the theory of "self-directed learning" is best known for Zimmerman's 1989 model of self-directed learning, which focuses on the autonomy of students' learning in terms of metacognitive, motivational, and behavioral aspects of learning. However, Clan's survey showed that the majority of students were generally dissatisfied with their self-directed learning ability, indicating that students had a low level of classroom experience and lacked self-control. Some studies have focused on the development of independent learning questionnaires and their corresponding classroom practices, such as Shan Zhiyan's development of an independent learning questionnaire for secondary school students and Zhu Zude's development of an independent learning questionnaire for college students based on the actual situation of college students in China. The research in the field of self-directed learning continues to deepen, providing a direction for China's educational reform.

According to G. Kuh, "engagement in learning" is a positive and active state of mind related to learning, including the extent to which learners are engaged in learning in class and in extracurricular activities, and the degree to which schools encourage their kids to learn both in the classroom and outside of it. Learning engagement is a multidimensional concept, and current mainstream research on learning engagement focuses on three dimensions: students' behavioral engagement, cognitive engagement, and affective engagement. Most of the studies on learning engagement are based on scale questionnaires for in-depth exploration. Therefore, it is urgent to pay attention to this aspect, so as to provide reference for improving students' self-directed learning and learning engagement and effectively improving learning quality. As mentioned above, independent learning and learning engagement are important factors affecting students' learning effectiveness, and there are many studies on learning engagement in smart classrooms, but the relationship between independent learning and learning engagement is lacking. Therefore, this study will take this as an entry point to study the relationship between them in-depth.

A multi-scene student posture detection method using meta-learning

By modifying the model parameters in two stages—offline learning and online learning—the pose detection model is adjusted to the data distribution of a specific deployment situation without changing the network structure or adding more network branches. The method achieves fast domain adaptation of the pose detection model under small sample conditions by loading the metamodel as the initialization parameters of the pose detection model and using the adaptation optimizer to direct the pose detection model parameter training process. The method trains the pose detection metamodel and adaptation optimizer parameters based on various classroom data during the offline learning phase. This section will concentrate on the offline learning phase, as depicted in Fig. 2, and introduce the methodology in four aspects: the choice of the pose detection model's fundamental framework, the metamodel's training strategy, the training and use of the domain adaptation optimizer, and the design of the external training optimizer in the two-layer training.

Figure 2: Employing meta-learning, a method for detecting student poses in several scenes.

Elementary Model Framework

Targets having pixel values less than 3232 are referred to as small targets in the COCO dataset, which is considered to be the canonical dataset in computer vision. In the teaching scenario, the back row students are somewhat far from the surveillance camera, which causes the back row human targets on the surveillance images to typically be small and the post categories to be hard to discern. The percentage of image targets classified as
tiny targets in the multi-scene student posture detection dataset utilised in this paper approaches 20%, making accurate detection is complicated by this. The foundation of the post detection model in this paper is based on the target detection branch of Mask Region-CNN (Mask R-CNN) [8], as seen in Figure 3. In order to address the issue of significant information loss of small targets on high-dimensional feature maps, Residual Network 50 (ResNet-50) [9-10] replaces the Faster Region-CNN's (Faster R-CNN) feature extraction network and the feature pyramid network is introduced. FPN [11] to forecast human stance from several scales of feature maps. The target detection branch of Mask R-CNN has demonstrably outperformed Faster R-CNN in terms of detecting small rear-row targets.

Figure 3: Framework for mask R-CNN target detection.

Posture detection metamodel

A preliminary domain adaptation model created for domain adaptation training for various instructional scenarios in the online learning phase is the pose detection metamodel. This study uses the Model-Agnostic Meta-Learning (MAML) algorithm as the foundation for its offline pose detection metamodel training technique [12]. By combining the test losses of the model after training on diverse teaching scenarios, this research guides the model parameter gradient in MAML's traditional two-layer training mode down to the most suited position for ensuing domain adaption. As seen in Figure 4, the pose detection metamodel strives to have good domain adaptability on all different kinds of teaching scenarios rather than focusing on a single teaching scenario.
Based on the training data of the multi-scene posture detection dataset \( \{D_i\}_{i=1}^N \), \( N \) single-scene pose detection datasets are created. A support set \( D_i^{sup} \) and a query set \( D_i^{que} \) that are mutually exclusive with the distribution make up each single-scene dataset \( D_i \).

The optimisation goal of the pose detection metamodel parameter \( \hat{\phi} \) on the \( N \) single-scene pose detection datasets is as follows, assuming that the pose detection metamodel parameter is \( \phi \).

\[
\hat{\phi} = \arg \min_\phi \frac{1}{n} \sum_{i=1}^N F(\phi, D_i) \tag{1}
\]

The single scenario test loss function \( F(\phi, D_i) \) in this instance is defined as follows.

\[
F(\phi, D_i) = L(\phi, D_i^{sup}) - \nabla_\phi L(\phi, D_i^{sup})^T \nabla_\phi L(\phi, D_i^{que}) \tag{2}
\]

On the support set \( D_i^{sup} \) with \( \phi \) pose detection model parameters, \( L(\phi, D_i^{sup}) \) is the test loss for the pose detection model. The Region Proposal Network (RPN) [9] in Figure 3’s positive and negative sample classification and border regression losses, as well as the pose classification and candidate frame regression losses of the final model output, make up the four parts of the pose detection model Mask R-CNN's test loss.

Before being tested on query set \( D_i^{que} \), the single-scene test loss in the study mandates that metamodel parameter \( \hat{\phi} \) be trained once on that scenario support set \( D_i^{sup} \). The metamodel will pay greater attention to the performance of the post detection model after it has been trained for domain adaptation to a particular scene when testing the loss after training rather than testing directly on dataset \( D_i^{que} \). Following domain adaptation for a particular teaching scenario, this procedure simply uses the model's approximative second-order derivative to optimise the future gradient descent of the model parameters [13].
Domain-specific optimisation tool

When the model parameters are directly optimised using gradient descent under small sample conditions, the parameters are typically challenging to converge to the optimal position. As a result, a parameter-learning domain adaptation optimizer is created. By embedding the domain adaptation optimizer’s training in the two-layer MAML training mode during the offline learning phase, the domain adaptation optimizer can give instructions on the direction and size of each parameter’s optimisation during the domain adaptation process that follows [14].

![Double layer training process](image)

**Figure 5 : Double layer training process.**

Following the addition of the domain adaptation optimizer, Figure 5 shows the two-layer training procedure. The single training step begins with the selection of n single-scene datasets at random, followed by internal training of the detection model using the support set $D^\text{sup}_i$, the metamodel parameter of the ith dataset $\phi_i$, the updated model parameter is the same as the starting value $\phi_i$; The internal training loss of the scene is then determined by testing the model parameter $\phi_i$ on the query set $D^\text{query}_i$, and the internal training loss of the n scenes is then averaged to determine the multi-scene training loss $l_i$. The metamodel parameter and the domain adaptation optimizer weight parameter are averaged to create the multi-scene training loss, which is then based on this multi-scene training loss. Finally, the domain adaptation optimizer’s weight parameters $\alpha_i$ and $\beta_i$ metamodel parameters $\phi_i$ can be externally trained based on this multi-scene training loss.

During internal training, the model parameters $\phi_i$ are updated in the following way:

$$\phi_i = \phi_i - \alpha_i \nabla_\phi L(\phi_i, D^\text{sup}_i) - \beta_i \phi_i (3)$$

Among them, the pitch weight parameters $\alpha_i$ and $\beta_i$ are the same variable parameters as the metamodel parameters $\phi_i$. In $\alpha_i$, while providing guidance on the gradient descent direction and step size for each parameter in the model, $\beta_i \phi_i$ provides a weight decay constraint to mitigate the overfitting problem when the model is trained on small samples.

For the single-scene dataset, the internal training loss $l_i$ is determined as follows.

$$l_i = L(\phi_i, D^\text{query}_i) (4)$$
The metamodel parameter for outside training $\phi_t$ and the weight parameter for the domain adaption optimizer $\alpha_t$, $\beta_t$ are changed in the way described below:

$$\left(\phi_{t+1}, \alpha_{t+1}, \beta_{t+1}\right) = \left(\phi_t, \alpha_t, \beta_t\right) - \eta \nabla_{(\phi, \alpha, \beta)} \frac{1}{n} \sum_{i=1}^{n} l_i \quad (5)$$

Among them, $\eta$ is the learning rate of external training, which belongs to the artificially set hypermastigote. Since large differences in internal training losses on different types of single-scene datasets can lead to the problem of unstable external training and difficulty in converging the training parameters to the desired position, the way of updating the metamodel parameters $\phi_t$ and weight parameters $\alpha_t$, $\beta_t$ in Eq. (3) will be improving at the optimizer level in the next subsection.

As part of the online learning process, for scene adaption, let the pose detection model's parameters used in a particular scenario be $\phi$, and the model's succeeding parameters are modified in the manner described below:

$$\phi_{t+1} = \phi_t - \alpha^e \nabla_{\phi} L_{\phi}
\left(\phi, D_t\right) - \beta^e \phi_t \quad (6)$$

Combining Eqs. (3) and (6). It is clear that internal training is essentially the process of simulating the metamodel for small-sample domain adaptation on different teaching scenario datasets. The difference is that internal training does not directly affect the final metamodel parameters obtained from offline learning $\phi$, but indirectly affects the update of the metamodel and domain adaptation optimizer parameters by obtaining the multi-scene training losses used for external training.

### III. EXPERIMENTAL RESULTS AND ANALYSIS

#### Experimental data set

Currently, 28 smart classrooms offer courses mainly for current first-, second-, and third-year undergraduate students. The author selected 10 courses offered in the 2019-2020 academic year as the main research object, and the final grades of undergraduate students who actually took the courses were used as the dependent variables, with students who scored in the top 40% set as 1, defined as high-scoring students, and students who scored in the bottom 60% set as 0, defined as low-scoring students. In terms of the selection of factors influencing student learning effectiveness, the author selected three aspects of smart classrooms to enhance student learning effectiveness, i.e., learning space configuration, information technology application, and teaching design methods. In terms of learning space configuration, $X_1$ was selected to represent the recognition of the environmental space of the smart classroom; in terms of information technology application, $X_2$ was selected to represent the recognition of the IoT system of the smart classroom, $X_3$ to represent the recognition of the display equipment of the smart classroom, $X_4$ to represent the recognition of the recording equipment of the smart classroom, and $X_5$ to represent the recognition of the access to learning resources. For teaching design methods, $X_6$ was selected to represent the degree of recognition of classroom teaching design, $X_7$ to represent the degree of recognition of teachers’ classroom interaction, and $X_8$ to represent the degree of recognition of smart classroom learning support. The score for the degree of recognition was set from 5 to 1, with 5 being very much recognized, 4 being recognized, 3 being average, 2 being disapproved, and 1 being very disapproved.

In this paper, a binary logistic regression analysis of the survey data was conducted through SPSS statistical software, and the results showed that the significance of the Hosmer-Lemeshow test value reached 76.0%, which is higher than the standard value of 50%, indicating the validity of the study. The results of the $R^2$ fit coefficient of the questionnaire's reliability evaluation reached 0.759, with an alpha coefficient greater than 0.7, indicating a good fit of the questionnaire [4]; through KMO and Bartlett's test, the author conducted a factor analysis of the factors that may affect the effectiveness of student learning in smart classrooms, and the results yielded a KMO value of 0.681, which is close to 1, indicating that these data are suitable for factor analysis. In the meantime, the Tartlett's sphericity test's Sig value is 0.000, which is less than the significance level of 0.05 and shows that the variables are correlated and that a factor analysis can be performed. The following table displays the findings of the empirical analysis.
Experimental setup

The hardware configuration of the experiment is Intel Xeon E5-2698 v4 processor. Two Tesla V100 graphics cards are used in the experiment, the software environment is Ubuntu 16.04, and the algorithm implementation is based on Python 3.6 and Pytorch 1.1 deep learning framework.

The pre training model of image net dataset [18] is used to initialize the feature extraction network res net-50. In the off-line learning stage, 20000 iterations are conducted for the double-layer training. Four single scene data sets are extracted for each double-layer training, and 10 pictures are extracted for each specific scene data set for internal training. After each internal training, 5 pictures are used for testing. The weight parameters $\alpha$ are initialized as $1e^{-3}$ and $1e^{-6}$; The initial learning rate $\eta$ of the external optimizer is set to $5e^{-5}$ and the weight attenuation coefficient $\kappa$ is $1e^{-3}$. In the online learning stage, 10 images of a specific scene training set are also extracted for domain adaptation training.

Analysis of experimental results

Attitude detection results

Table 2 compares the detection results of this paper's method with the current mainstream target detection models [19-21] and the domain adaptive model TUOD [6] on the test set testS. Compared models are all based on the training set trainS was trained using Stochastic Gradient Descent (SGD) method on the entire data. The results demonstrate that this strategy outperforms the target detection model and the domain adaption model TUOD in the combined detection performance on the multi-scene student postures detection dataset. m AP of this method improves by 4.05 points over the target detection model Mask R-CNN, and the domain adaptation outperforms the TUOD model with adaptive combination of different domain adapters. This indicates that this method can more effectively solve the problem of cross-domain offset in teaching scenes with a large amount of labeled data.

<table>
<thead>
<tr>
<th>Method</th>
<th>Feature extraction network</th>
<th>Sit</th>
<th>Stand</th>
<th>Be prostrate</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCE-FRCNN</td>
<td>VGG16</td>
<td>79.27</td>
<td>81.32</td>
<td>66.03</td>
<td>75.24</td>
</tr>
<tr>
<td>EFGRNet</td>
<td>VGG16</td>
<td>87.41</td>
<td>86.51</td>
<td>79.87</td>
<td>84.57</td>
</tr>
<tr>
<td>YOLOv4</td>
<td>CSP-Darknet</td>
<td>87.25</td>
<td>88.80</td>
<td>77.87</td>
<td>84.61</td>
</tr>
</tbody>
</table>

Table 1 Analysis results

<table>
<thead>
<tr>
<th>Variable</th>
<th>B</th>
<th>S.E</th>
<th>Wals</th>
<th>df</th>
<th>Sig</th>
<th>Exp</th>
<th>95% C.I. of exp (b)/ lower limit</th>
<th>95% C.I. of exp (b)/ upper limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>0.077</td>
<td>0.484</td>
<td>0.025</td>
<td>1</td>
<td>0.874</td>
<td>1.08</td>
<td>0.418</td>
<td>2.789</td>
</tr>
<tr>
<td>Grade</td>
<td>0.299</td>
<td>0.861</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grade 1</td>
<td>0.28</td>
<td>0.596</td>
<td>0.002</td>
<td>1</td>
<td>0.963</td>
<td>1.028</td>
<td>0.319</td>
<td>4.406</td>
</tr>
<tr>
<td>Grade 2</td>
<td>0.028</td>
<td>0.596</td>
<td>0.002</td>
<td>1</td>
<td>0.962</td>
<td>1.023</td>
<td>0.398</td>
<td>3.31</td>
</tr>
<tr>
<td>Specialty</td>
<td>0.022</td>
<td>0.167</td>
<td>5.556</td>
<td>1</td>
<td>0.018</td>
<td>1.324</td>
<td>0.409</td>
<td>2.555</td>
</tr>
<tr>
<td>X1</td>
<td>0.627</td>
<td>0.266</td>
<td>5.457</td>
<td>1</td>
<td>0.177</td>
<td>1.837</td>
<td>1.112</td>
<td>3.155</td>
</tr>
<tr>
<td>X2</td>
<td>0.288</td>
<td>0.214</td>
<td>1.82</td>
<td>1</td>
<td>0.166</td>
<td>1.41</td>
<td>0.878</td>
<td>2.028</td>
</tr>
<tr>
<td>X3</td>
<td>0.344</td>
<td>0.249</td>
<td>1.914</td>
<td>1</td>
<td>0.877</td>
<td>0.967</td>
<td>0.867</td>
<td>2.96</td>
</tr>
<tr>
<td>X4</td>
<td>-0.033</td>
<td>0.216</td>
<td>0.024</td>
<td>1</td>
<td>0.001</td>
<td>2.028</td>
<td>0.634</td>
<td>1.476</td>
</tr>
<tr>
<td>X5</td>
<td>0.707</td>
<td>0.22</td>
<td>10.311</td>
<td>1</td>
<td>0.01</td>
<td>1.92</td>
<td>1.317</td>
<td>3.122</td>
</tr>
<tr>
<td>X6</td>
<td>0.652</td>
<td>0.255</td>
<td>6.357</td>
<td>1</td>
<td>0.524</td>
<td>1.155</td>
<td>1.166</td>
<td>3.162</td>
</tr>
<tr>
<td>X7</td>
<td>0.144</td>
<td>0.227</td>
<td>0.496</td>
<td>1</td>
<td>0.931</td>
<td>1.37</td>
<td>0.841</td>
<td>1.801</td>
</tr>
<tr>
<td>X8</td>
<td>-0.012</td>
<td>0.239</td>
<td>0.002</td>
<td>1</td>
<td>0.961</td>
<td>0.988</td>
<td>0.618</td>
<td>1.58</td>
</tr>
</tbody>
</table>
In order to compare the fairness of the experiments, a domain adaptation operation is also added to the Mask R-CNN model $\psi$ in Table 2. The same 10 labeled images are used for domain adaptation, and the method is fine-tuned by gradient descent (Fine-Tune) model. Table 3 compares the pose detection results before and after domain adaptation for model $\psi$ and the metamodel. The comparison results show that the detection effect of this method is still better than that of model $\psi$ after the same domain adaptation operation. Although the pose detection of model $\psi$ is better than that of the metamodel, subsequent domain adaptation training improves its detection performance less, which indicates that the secondary training of the model directly with small samples does not improve the performance of the model. The metamodel, although the initial pose detection results are poor, is a better initialization parameter for domain adaptation, and can effectively use the small sample data information for domain adaptation for a specific scene under the guidance of the domain adaptation optimizer.

Table 3 Comparison of test results before and after domain adaptation (%)

<table>
<thead>
<tr>
<th>Method</th>
<th>Domain adaptation</th>
<th>Sit</th>
<th>Stand</th>
<th>Be prostrate</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mask R-CNN</td>
<td>×</td>
<td>93.28</td>
<td>91.40</td>
<td>75.91</td>
<td>86.86</td>
</tr>
<tr>
<td></td>
<td>√</td>
<td>93.26</td>
<td>91.23</td>
<td>76.30</td>
<td>87.13</td>
</tr>
<tr>
<td>Paper method</td>
<td>×</td>
<td>92.10</td>
<td>92.60</td>
<td>67.42</td>
<td>84.04</td>
</tr>
<tr>
<td></td>
<td>√</td>
<td>95.24</td>
<td>96.67</td>
<td>80.82</td>
<td>90.91</td>
</tr>
</tbody>
</table>

Note: × represents the detection index measured when the model is not trained for domain adaptation, √ represents the detection index measured after the model is trained for domain adaptation.

In order to visualize the effect of domain adaptation on metamodel detection, three representative scenes, namely, a small classroom, a step classroom and a computer room, are selected and the metamodels obtained by traditional training methods and the pose detection results after metamodel domain adaptation are visualized. Since it is difficult to distinguish the detection results in a dense teaching scene by printing rectangular boxes and adding labels, three small icons are designed to display the pause detection results. Three types of small icons are designed to display the detection results of various types of postures. As shown in Figure 6, the hollow circle represents the detected "sitting" posture, the hollow square represents the "standing" posture, and the hollow triangle represents the "lying" posture.
As shown in Figure 6, although the metamodel can basically recognize human targets, the main problem is that the classification of "sitting", "standing" and "lying down" postures is poor. As shown in the oval circled area in Fig. 6, the domain adaptation process has significantly improved the pose classification effect. This phenomenon indicates that for Mask R-CNN, the two-stage target detection network used in this paper, the influence of domain adaptation training on the classifier is greater under its mechanism of extracting a large number of candidate regions before classification.

**Ablation experiments**

I compared Meta-SGD, meta-learning based optimizer learning method in the literature [14], and created ablation experiments to test each component of the author's suggested methodology, and the experimental findings are displayed in Table 4. Among them, MAML represents the experimental method of training only the pose metamodel and completing the domain adaptation operation by gradient descent directly; MAML+ETO denotes the use of the author's suggested external training optimizer (ETO) to the two-layer training of MAML; MAML+DAO represents the addition of the domain adaptation optimizer (Domain-Adapted Optimizer (DAO) designed by the author on top of MAML. The training and application of the author's Domain Adaptation Optimizer (DAO) based on MAML is represented by MAML+DAO.

<table>
<thead>
<tr>
<th>Method</th>
<th>Sit</th>
<th>Stand</th>
<th>Be prostrate</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meta-SGD</td>
<td>93.61</td>
<td>94.44</td>
<td>72.82</td>
<td>87.02</td>
</tr>
<tr>
<td>MAML</td>
<td>92.01</td>
<td>91.27</td>
<td>73.86</td>
<td>85.45</td>
</tr>
<tr>
<td>MAML+ETO</td>
<td>94.23</td>
<td>94.55</td>
<td>74.09</td>
<td>85.49</td>
</tr>
<tr>
<td>MAML+DAO</td>
<td>94.45</td>
<td>95.55</td>
<td>76.09</td>
<td>88.64</td>
</tr>
<tr>
<td>Paper method</td>
<td>95.34</td>
<td>95.24</td>
<td>80.82</td>
<td>90.91</td>
</tr>
</tbody>
</table>

The ablation experiments show that the domain adaptation optimizer has the largest contribution in the author's proposed method, indicating that the domain adaptation optimizer obtained after two-layer training can provide effective guidance for the process of metamodel migration in various types of teaching scenarios. Its domain adaption impact is superior to that of Meta-SGD, demonstrating that the inclusion of an adaptive weight decay constraint can enhance the model's generalisation effect in some cases with limited sample sizes. The employment of an external training optimizer can help the metamodel and domain adaption optimizer work more effectively in real-world applications by enhancing their ability to generalise in a variety of teaching settings.

**Learning Intention Analysis**

It was hypothesised that college students were substantially more engaged in their classroom learning in the smart classroom setting than they were in the traditional one. To determine whether college students' engagement in learning changes in the smart environment from that in the traditional classroom, an independent samples t-test was conducted by SPSS on the overall situation of the two data sets of college students' classroom engagement in different environments, and Table 5 displays the outcomes.
Table 5 Analysis of the difference in learning inputs between smart classrooms and regular classrooms (N=88)

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Independent variable</th>
<th>M ± SD</th>
<th>t ±</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning input</td>
<td>Wisdom classroom</td>
<td>83.545 ± 9.199</td>
<td>5.989</td>
</tr>
<tr>
<td></td>
<td>Ordinary classroom</td>
<td>68.431 ± 13.984</td>
<td></td>
</tr>
</tbody>
</table>

As showed in Table 5, there is a significant difference in the level of classroom learning engagement between the smart classroom environment and the regular classroom environment (t=5.989, p<0.001). It can be seen that the rich teaching tools in the smart classroom environment can effectively support teachers to guide students in a variety of teaching methods such as cooperative learning, which can have a significant impact on enhance the behavioral, cognitive, and affective dimensions of college students' engagement significantly.

It was hypothesised that college students' mean levels of enthusiasm, vigour, and focus in the classroom learning engagement were much higher in the smart classroom setting than they were in the traditional classroom environment. To ascertain whether college students' participation in learning in the three subcomponents changes in the smart environment from that in the traditional classroom, an independent samples t-test was conducted by SPSS on the three dimensions of motivation, energy and concentration of college students' classroom engagement, and the results are shown in Table 6.

Table 6 Analysis of the differences in motivation, energy and concentration of learning engagement in smart classrooms versus regular classrooms (N=88)

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Independent variable</th>
<th>M ± SD</th>
<th>t ±</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motivation</td>
<td>Wisdom classroom</td>
<td>31.045 ± 3.912</td>
<td>6.557</td>
</tr>
<tr>
<td></td>
<td>Ordinary classroom</td>
<td>25.750 ± 3.661</td>
<td></td>
</tr>
<tr>
<td>Absorbed</td>
<td>Wisdom classroom</td>
<td>23.863 ± 2.966</td>
<td>4.063</td>
</tr>
<tr>
<td></td>
<td>Ordinary classroom</td>
<td>19.396 ± 6.689</td>
<td></td>
</tr>
<tr>
<td>Energy</td>
<td>Wisdom classroom</td>
<td>28.636 ± 3.871</td>
<td>4.421</td>
</tr>
<tr>
<td></td>
<td>Ordinary classroom</td>
<td>23.296 ± 7.107</td>
<td></td>
</tr>
</tbody>
</table>

Table 6 shows that there is a significant difference in the levels of the three dimensions of classroom learning engagement between the smart classroom and the regular classroom. In terms of motivation, the smart classroom scores were significantly higher than the scores in the regular classroom (t=6.557, p<0.001); in terms of concentration, the smart classroom scores were also significantly higher than the scores in the regular classroom (t=4.063, p<0.001); in terms of energy, the smart classroom scores were still significantly higher than the scores in the regular classroom (t=4.421, p<0.001). It can be seen that the many emerging interactive tools in the smart classroom environment can effectively guide students to learn in a variety of ways, such as self-study, discussion and questioning, and have a significant effect on improving college students' motivation, concentration and engagement levels.

It was predicted that college students will learn independently in the classroom much more in the smart classroom than in the traditional classroom. In order to investigate whether the independent learning of college students in the smart environment differs from that in the regular classroom environment, an independent samples t-test was conducted by SPSS on the overall situation of the two sets of data for different environments of college students' classroom engagement, and the results are shown in Table 7.

Table 7 Analysis of the difference between smart classrooms and regular classrooms for independent learning (N=88)

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Independent variable</th>
<th>M ± SD</th>
<th>t</th>
</tr>
</thead>
<tbody>
<tr>
<td>Autonomous Learning</td>
<td>Wisdom classroom</td>
<td>292.977 ± 25.791</td>
<td>3.306</td>
</tr>
<tr>
<td></td>
<td>Ordinary classroom</td>
<td>273.777 ± 28.466</td>
<td></td>
</tr>
</tbody>
</table>

As shown in Table 7, there is a significant difference in the level of independent learning between the smart classroom environment and the regular classroom environment (t=3.306, p<0.01).
can be seen that the better the perceptibility of students to technology in the smart classroom environment, the easier it is for students to actively participate in classroom learning, the easier it is to motivate students to learn, and to some extent in the promotion of independent learning behavior input.

<table>
<thead>
<tr>
<th>Table 8 Self-directed learning and learning engagement among college students: a correlation analysis (N=88)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
</tr>
<tr>
<td>------------------------------</td>
</tr>
<tr>
<td>Autonomous Learning</td>
</tr>
<tr>
<td>Learning input</td>
</tr>
</tbody>
</table>

The correlation between the data collected on learning input and self-directed learning was analyzed by SPSS, and the results showed that the correlation was r=0.392 and were significant at the 0.01 level.

IV. CONCLUSIONS

Student learning engagement and independent learning in classrooms are significantly higher than those in regular classrooms, and a multi-scene student poses detection method using meta-learning is proposed to mitigate the degradation of pose detection model s-type performance caused by the cross-domain offset problem. The technique produces quick domain adaptation of the pose detection model under small sample conditions by training a meta-model and a domain adaptation optimizer based on a multi-scene student pose detection dataset. Under the smart classroom, the traditional teaching model is broken, which not only highlights the students' independent inquiry ability and participation and communication ability, but also reflects the new teaching concept of student-led teacher-led and the students' information sources are actively selected rather than passively accepted, which stimulates the students' independent learning enthusiasm and cultivates the students' independent thinking and problem-solving ability.

In the future, this paper will further expand the multi-scene student posture detection dataset and study how to make fuller use of the existing classroom scenes with similar distribution to the new scene dataset to improve the domain adaptation capability of the posture detection model on the new scene with fewer samples.
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