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Abstract: Automatic speech recognition (ASR) refers to a technological process that entails the conversion of spoken language into 

written text. However, the acoustic distinctions between children’s speech and adult speech are substantial, rendering the automatic 

speech recognition system trained on adult speech inadequate for effectively recognizing children’s speech. To overcome this issue, in this 

study, we propose speaker conversion generative adversarial network (SVCGAN). SVCGAN is a novel non-parallel voice conversion 

model, which enhances three key areas: log-cosh loss, semantic-similarity loss, and third adversarial loss. Therefore, the incorporation of 

these losses better protects semantic information for young children during voice conversion process and improves the quality of the 

converted speech. Additionally, the character error rate (CER) of children’s speech recognition can benefit from children’s speech 

transformed into adult speech. Experimental results suggest that SVCGAN demonstrates superior performance across multiple dimensions 

compared to both CycleGAN-VC3 and MaskCycleGAN-VC models. It encompasses training efficiency, semantic information similarity, 

voice type similarity, sound naturalness and intelligibility, which leads to a reduction in the CER of speech recognition for young children. 

Keywords: Children’s speech conversion, Voice conversion (VC), Generative adversarial network (GAN), Children’s 

speech recognition  

INTRODUCTION 

Automatic speech recognition (ASR) refers to a technological process that converts spoken audio signals into 

written text. Traditional ASR systems employ hidden Markov models (HMMs) while contemporary ASR systems 

predominantly rely on machine learning and deep learning techniques. These systems utilize popular computer 

tools like Kaldi[1], PyTorch[2], and TensorFlow[3] to construct and train models using extensive datasets. ASR is 

extensively employed in several domains such as voice assistants, smart homes, autonomous driving, meeting note 
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transcription, telephone customer support, and educational applications. 

The application of speech recognition technology in the context of children’s education holds significant potential. 

By utilizing speech recognition and analyzing the language used by young children in their daily interactions, it is 

possible to enhance their language proficiency and facilitate the acquisition of language skills. Nevertheless, there 

are numerous factors that impact the precision of speech recognition in children. It is common practice to train 

automatic speech recognition systems using adult speech data. However, significant disparities exist between the 

vocal characteristics of children and adults[4][5][6][7], which might result in diminished accuracy when applying 

speech recognition to children’s speech[8][9][10][11][12]. Furthermore, the amount of data on children’s voice is very 

limited[13][14]. The adult voice dataset that is accessible to the general public has a substantial amount of training 

data, exceeding 1,000 hours[15] and potentially even reaching 10,000 hours[16]. In contrast, the kid voice dataset is 

limited to only a few hours of speech data.  

To address the aforementioned issues, a potential approach involves adjusting the tone and pace of children’s 

speech to align it more closely with adult speech[17][18][19][20]. This adjustment aims to mitigate the rate of 

recognition errors. An alternative methodology is employed to investigate the relationship between age and the 

modulation of formant frequency in sound[21][22][23]. The empirical evidence indicates that there exists a disparity in 

the formant frequency between children’s and adult’s speech, which can be attributed to the variation in vocal 

tract length between these two age groups[24]. Linear prediction is utilized to modify the formant of children’s 

voice[25][26], thereby aligning it with the formant of adult speech in order to mitigate the occurrence of recognition 

errors. However, the above methods only modify the voice type of children’s speech from a single aspect, and can 

not make the modified speech close to the adult’s speech well, so the effect is very limited. 

 

Figure 1. The flow chart of the whole experiment. SVCGAN transforms children's mel-spectrograms 

into adult mel-spectrograms. The utilization of ASR is employed to obtain the CER for adult speech signals. 

The blue objectives cycle-consistency loss (𝓛𝒄𝒚𝒄) and identity-mapping loss (𝓛𝒊𝒅) have been enhanced. The 

red objectives semantic-similarity loss (𝓛𝒔𝒆𝒎) and third adversarial loss (𝓛𝒂𝒅𝒗𝟑) are proposed. 

In this paper, we employ voice conversion (VC) technology to transform children voice type into adult voice type 

and enhance the accuracy of speech recognition in young children. VC is a method to change the voice type of the 

speaker without changing the semantic information of the speech. MaskCycleGAN-VC[27] is a widely used VC 

model to convert speech between adults. However, MaskCycleGAN-VC is not effective in the task of converting 

children’s speech into adult speech. There is a huge difference between children’s speech and adult speech, so 

MaskCycleGAN-VC cannot well protect the semantic information of the original children’s speech, resulting in a 

decline in the quality of the converted speech. In order to solve this problem and enhance the accuracy of speech 

recognition for young children, we propose the utilization of a speaker voice conversion generative adversarial 

network (SVCGAN) as an advancement to the existing MaskCycleGAN-VC model. The model’s performance is 
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enhanced through the utilization of three key components: (1) an improved objective known as log-cosh loss, (2) 

an improved objective semantic-similarity loss, and (3) an improved objective third adversarial loss. The impacts 

of each enhanced aim are examined in relation to the conversion of young children’s speech to adult speech and 

the accuracy of young children’s speech recognition. Fig.1 illustrates the complete procedure of the experiment. 

The results of an objective evaluation indicate that our proposed enhancement offers several advantages over 

MaskCycleGAN-VC. Specifically, it enhances the training efficiency of the model, improves the semantic 

information similarity between the converted speech and the source speech, enhances the voice type similarity 

between the converted speech and the target speech, and improves the accuracy rate of speech recognition for 

young children. The subjective assessment indicates that our model exhibits superiority over MaskCycleGAN-VC 

in terms of semantic information similarity, sound naturalness and intelligibility. Additionally, our model 

demonstrates comparable performance in voice type similarity. We summarize our contributions below: 

(1) We point out limitation of the existing model, which lacks of ability to retain the semantic information of 

children’s speech and leads to poor converted speech quality. 

(2) Present the SVCGAN model as a proposed approach for enhancing the conversion of children’s speech 

into adult speech. SVCGAN improves the quality of the converted speech, especially in semantic information 

extraction aspect. 

(3) Experiments show that three improved objectives augment the semantic information similarity, voice type 

similarity, sound naturalness and intelligibility of converted speeches. The model demonstrates a decreased 

character error rate (CER) in the converted children’s speech as compared to the original children’s speech. 

RELATED WORK 

Voice Conversion (VC) is a method utilized to transform the vocal characteristics of one individual into those of 

another individual, while ensuring the retention of semantic information. VC is a commonly employed technique 

in the fields of voice assistance[28][29], speech enhancement[30][31], and accent modification[32][33]. Neural networks 

are extensively employed in the field of VC, encompassing recurrent neural networks[ 34 ], attention 

networks[35][36][37], and generative adversarial networks (GANs). 

Parallel VC approaches were commonly employed in the early stages, utilizing supervised training generators 

based on parallel corpora. One drawback of the parallel VC model is its reliance on parallel corpus databases, 

which are often challenging to acquire. In contrast, non-parallel corpus databases are more commonly utilized in 

everyday contexts. 

One potential enhancement is non-parallel VC training, a technique that enables the training of generators utilizing 

non-parallel corpora without the need for supplementary data or pre-trained models. Non-parallel VC techniques 

employ GANs[ 38][ 39 ][ 40 ] and variational autoencoders (VAEs)[ 41 ][ 42 ], with notable success demonstrated by 

CycleGAN-VC[43] and StarGAN-VC[44][45][46]. CycleGAN-VC2[47] enhances the generator and discriminator 

components of CycleGAN-VC, while incorporating a secondary adversarial loss to further enhance overall 

performance. However, it has been observed that CycleGAN-VC and CycleGAN-VC2 fail to effectively capture 

the time-frequency structure, limiting its use to mel-cepstrum conversion alone. The challenge at hand is 

addressed by the introduction of CycleGAN-VC3[48] and MaskCycleGAN-VC methodologies. CycleGAN-VC3 
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and MaskCycleGAN-VC have been offered as potential solutions for addressing this particular issue. 

CycleGAN-VC3 incorporates a time-frequency adaptive normalizing module to preserve the harmonic structure. 

In contrast, MaskCycleGAN-VC does not rely on an extra module and instead employs a filling in frames (FIF) 

approach during training to facilitate the converter in learning how to fill in missing frames.  

METHOD 

The MaskCycleGAN-VC model is employed to train a function 𝐺𝑋→𝑌 that converts source acoustic features 𝑥 ∈

𝑋 into target acoustic features 𝑦 ∈ 𝑌 in the absence of parallel voice recordings. MaskCycleGAN-VC draws 

inspiration from CycleGAN[ 49 ], an algorithm designed for unpaired image-to-image translation. The 

MaskCycleGAN-VC model incorporates various loss functions, including adversarial loss ℒ𝑎𝑑𝑣
𝑋→𝑌 and ℒ𝑎𝑑𝑣

𝑌→𝑋, 

cycle-consistency loss[50] ℒ𝑐𝑦𝑐, identity-mapping loss[51] ℒ𝑖𝑑, second adversarial loss ℒ𝑎𝑑𝑣2
𝑋→𝑌→𝑋 and ℒ𝑎𝑑𝑣2

𝑌→𝑋→𝑌, in 

order to tackle the aforementioned problem. We present SVCGAN, which enhances the performance of 

MaskCycleGAN-VC in three specific areas. 

Improved Objective: Log-Cosh Loss 

In the MaskCycleGAN-VC framework, the cycle-consistency loss and identity-mapping loss are both 

implemented using the L1 loss function. However, the utilization of L1 loss results in a deficiency of smoothness 

and reduces efficiency when applies to extensive datasets during the training phase. To address these issues, the 

SVCGAN algorithm employs log-cosh loss as an alternative to L1 loss. In contrast to L1 loss, log-cosh loss 

exhibits the desirable properties of being smooth and differentiable across its whole domain. Moreover, log-cosh 

loss has been seen to facilitate faster convergence during the training phase. The cycle-consistency loss ℒ𝑐𝑦𝑐 in 

the SVCGAN framework is expressed as 

ℒ𝑐𝑦𝑐 = 𝔼𝑥~𝑃𝑋
[log(cosh(𝐺𝑌→𝑋(𝐺𝑋→𝑌(𝑥)) − 𝑥))] + 𝔼𝑦~𝑃𝑌

[log(cosh(𝐺𝑋→𝑌(𝐺𝑌→𝑋(𝑦)) − 𝑦))], 

and the identity-mapping loss ℒ𝑖𝑑 in SVCGAN framework is expressed as 

ℒ𝑖𝑑 = 𝔼𝑦~𝑃𝑌
[log(cosh(𝐺𝑋→𝑌(𝑦) − 𝑦))] + 𝔼𝑥~𝑃𝑋

[log(cosh(𝐺𝑌→𝑋(𝑥) − 𝑥))]. 

Improved Objective: Semantic-Similarity Loss 

MaskCycleGAN-VC can’t well catch semantic information when there is a substantial variance between different 

speakers’ voice types. In order to alleviate this problem, we apply a semantic-similarity loss on the converted 

feature 𝐺𝑋→𝑌(𝑥), as 

ℒ𝑠𝑒𝑚 = 𝔼𝑥~𝑃𝑋
[log(cosh(𝐺𝑋→𝑌(𝑥) − 𝑥))] + 𝔼𝑦~𝑃𝑌

[log(cosh(𝐺𝑌→𝑋(𝑦) − 𝑦))]. 

The utilization of a semantic-similarity loss promotes the conversion of the feature 𝐺𝑋→𝑌(𝑥) to exhibit a 

higher degree of semantic similarity to the original data 𝑥, while also encourages the converted feature 𝐺𝑌→𝑋(𝑦) 

to display a greater degree of semantic similarity to the original data 𝑦. The aforementioned loss function 

contributes to the enhancement of training efficiency in SVCGAN and facilitates the attainment of a higher degree 

of semantic information. The incorporation of a hyper-parameter 𝜆𝑠𝑒𝑚 is necessary in determining the relative 

significance of the semantic-similarity loss within the full objective. An excessively high hyper-parameter 𝜆𝑠𝑒𝑚 

leads to difficulty on voice type converted. 
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Improved Objective: Third Adversarial Loss 

A third adversarial loss is employed to quantify the distinguishability between the identity-mapping data 

𝐺𝑌→𝑋(𝑥)  and the source data 𝑥 . An additional discriminator, denoted as 𝐷𝑋
′′ , is introduced for the 

identity-mapping data. Third adversarial loss is expressed as 

ℒ𝑎𝑑𝑣3
𝑌→𝑋 = 𝔼𝑥~𝑃𝑋

[log 𝐷𝑋
′′(𝑥)] + 𝔼𝑥~𝑃𝑋

[log(1 − 𝐷𝑋
′′(𝐺𝑌→𝑋(𝑥)))]. 

The discriminator 𝐷𝑋
′′ aims to maximize the third adversarial loss to effectively distinguish between genuine 

data samples 𝑥 and identity-mapped data samples 𝐺𝑌→𝑋(𝑥). The generator 𝐺𝑌→𝑋 generates 𝐺𝑌→𝑋(𝑥) with the 

objective of deceiving the discriminator 𝐷𝑋
′′ by minimizing the third adversarial loss. 

Full Objective 

The complete objective ℒ is written as 

ℒ = ℒ𝑎𝑑𝑣
𝑋→𝑌 + ℒ𝑎𝑑𝑣

𝑌→𝑋 + ℒ𝑎𝑑𝑣2
𝑋→𝑌→𝑋 + ℒ𝑎𝑑𝑣2

𝑌→𝑋→𝑌 + ℒ𝑎𝑑𝑣3
𝑋→𝑌 + ℒ𝑎𝑑𝑣3

𝑌→𝑋 + 𝜆𝑐𝑦𝑐ℒ𝑐𝑦𝑐 + 𝜆𝑖𝑑ℒ𝑖𝑑 + 𝜆𝑠𝑒𝑚ℒ𝑠𝑒𝑚 

The weighing parameters are denoted as 𝜆𝑐𝑦𝑐, 𝜆𝑖𝑑, and 𝜆𝑠𝑒𝑚. The generators 𝐺𝑋→𝑌 and 𝐺𝑌→𝑋 are required 

to minimize the complete objective function ℒ, whereas the discriminators 𝐷𝑋 , 𝐷𝑌 , 𝐷𝑋
′ , 𝐷𝑌

′ , 𝐷𝑋
′′ , 𝐷𝑌

′′  are 

expected to maximize the complete objective function ℒ. 

EXPERIMENTS 

Experimental conditions 

Dataset. We assess the efficacy of SVCGAN by employing the AISHELL-2021C-EVAL and 

AISHELL-ASR0009-OS1[52] datasets. These datasets consist of recordings of standard Chinese pronunciation 

from both children and adults, and are devoid of any background noise. To ensure that the children’s recordings in 

the AISHELL-2021C-EVAL dataset accurately reflect the language environment and language expression level of 

young children in their daily lives, we have introduced environmental noise and selectively removed certain 

frames from the children’s speech files. In our methodology, we allocate 90 percent of the recordings for training 

purposes, while the remaining 10 percent are reserved for testing. The kid and adult datasets do not contain 

identical statements, resulting in a training process that is entirely non-parallel. 

Conversion and synthesis process. The implementation of the conversion and synthesis process closely 

resembles that of MaskCycleGAN-VC, enabling a comparison of performances. The MaskCycleGAN-VC model 

is employed to transform the mel-spectrogram of recorded audio samples, followed by the synthesis of the 

corresponding waveform using the pretrained MelGAN vocoder[53]. 

Network architectures. In order to facilitate performance comparison with MaskCycleGAN-VC, the network 

architectures of SVCGAN are identical to those of MaskCycleGAN-VC. The generator employs a 2-1-2D CNN, 

whereas the discriminator utilizes PatchGAN[54]. 

Training settings. In order to provide a meaningful comparison of performance with MaskCycleGAN-VC, 

the training settings of SVCGAN are aligned with those applied in MaskCycleGAN-VC. In the preprocessing 

stage, the mel-spectrograms are subjected to normalization. The employed GAN objective is a least-squares 
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GAN[55], and the generator and discriminator are trained using an Adam optimizer. The learning rates for the 

generator and discriminator are set to 0.0002 and 0.0001, respectively. The momentum terms 𝛽1 and 𝛽2 are 

initialized to 0.500 and 0.999, respectively. The batch size is configured as 8, and the training samples comprise 

64 frames that have been randomly cropped. The hyper-parameter 𝜆𝑐𝑦𝑐  is assigned a value of 10. The 

hyper-parameters 𝜆𝑖𝑑 and 𝜆𝑠𝑒𝑚 are assigned a value of 5, and they are exclusively utilized during the initial 

10,000 iterations in order to enhance the efficacy of voice type transformation. 

Objective evaluation 

Four measures are employed for the purpose of objective evaluation: (1) Training efficiency. The training 

iterations necessary for achieving model convergence are employed as a metric for evaluating the training 

efficiency. When the model has reached convergence, fewer training iterations means more efficient in training 

efficiency. (2) Mel-cepstral distortion (MCD). The MCD is commonly employed for evaluating the difference 

between converted mel-cepstral features and target mel-cepstral features. Mean squared error is employed as a 

metric for computing the MCD. It is imperative to note that there exists no identical statement inside the child and 

adult datasets. Consequently, a direct comparison between the converted mel-cepstral features and the target 

mel-cepstral features is unattainable. As an alternative, we solely assess the similarity of semantic information in 

MCD by quantifying the MCD between converted mel-cepstral features and the original child mel-cepstral 

features. A lower value of the MCD indicates a higher degree of semantic information proximity. (3) Voiceprint 

recognition (VPR). The aforementioned MCD solely evaluates the semantic information similarity. The VPR 

technique is employed to demonstrate the degree of voice type similarity between the converted speeches and the 

target recordings. A VPR model[56][57][58][59][60] is trained using the target recordings, after which the voice type 

similarity between the converted speeches and the target recordings is computed using the pre-trained VPR model. 

The VPR value is a continuous numerical value ranging from 0 to 1. A higher VPR similarity score indicates a 

greater degree of similarity in voice type between the converted speeches and the target recordings. (4) Automatic 

speech recognition (ASR). Open source ASR is employed to transcribe spoken language into written text. 

Subsequently, the character error rate (CER) is computed by comparing the transcribed text with a reference text. 

A lower CER is indicative of superior performance. 

 

(a)Generator loss 
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(b)Convergence iterators 

Figure 2. Training efficiency of CycleGAN-VC3, MaskCycleGAN-VC and SVCGAN. Fig(a) shows the 

generator loss of CycleGAN-VC3, MaskCycleGAN-VC and SVCGAN. SVCGAN is convergence in 600k 

iterations while CycleGAN-VC3 and MaskCycleGAN-VC are not. Fig(b) shows the generator convergence 

iterators of CycleGAN-VC3, MaskCycleGAN-VC and SVCGAN. CycleGAN-VC3 converges in 1200k 

iterations, MaskCycleGAN-VC converges in 1000k iterations, and SVCGAN converges in 600k iterations. 

This means SVCGAN is more efficient. 

Fig.2 illustrates the training efficiency of CycleGAN-VC3, MaskCycleGAN-VC and SVCGAN. Both 

CycleGAN-VC3 and MaskCycleGAN-VC models contain 2 generators and 4 discriminators, while the SVCGAN 

model contains 2 generators and 6 discriminators. Each model trains with same number of iteratiorns on 

generators and discriminators. The CycleGAN-VC3 model demonstrates convergence of the generator network 

after approximately 1200k iterations; the MaskCycleGAN-VC model demonstrates convergence of the generator 

network after approximately 1000k iterations; whereas the SVCGAN model achieves generator network 

convergence in 600k iterations. This implies that SVCGAN model exhibits around a 40% increase in efficiency 

compared to MaskCycleGAN-VC and a 50% increase in efficiency compared to CycleGAN-VC3 during the 

training phase. 

TABLE I 

Comparison of different hyper-parameters 𝜆𝑖𝑑 and 𝜆𝑠𝑒𝑚 using (a) MCD, smaller value is better, (b) VPR, higher 

value is better, (c) CER of the speech texts, smaller value is better. Boldface indicates the best result. 

Hyper-parameter MCD VPR CER 

𝜆𝑖𝑑 = 1, 𝜆𝑠𝑒𝑚 = 1 7.51 0.871 29.14% 

𝜆𝑖𝑑 = 3, 𝜆𝑠𝑒𝑚 = 1 7.51 0.871 28.87% 

𝜆𝑖𝑑 = 1, 𝜆𝑠𝑒𝑚 = 3 7.47 0.875 26.89% 

𝜆𝑖𝑑 = 3, 𝜆𝑠𝑒𝑚 = 3 7.46 0.876 26.03% 
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𝜆𝑖𝑑 = 5, 𝜆𝑠𝑒𝑚 = 3 7.46 0.877 26.11% 

𝜆𝑖𝑑 = 3, 𝜆𝑠𝑒𝑚 = 5 7.43 0.881 23.75% 

𝜆𝑖𝑑 = 5, 𝜆𝑠𝑒𝑚 = 5 7.42 0.883 23.39% 

𝜆𝑖𝑑 = 7, 𝜆𝑠𝑒𝑚 = 5 7.42 0.882 23.83% 

𝜆𝑖𝑑 = 5, 𝜆𝑠𝑒𝑚 = 7 7.39 0.880 24.58% 

𝜆𝑖𝑑 = 7, 𝜆𝑠𝑒𝑚 = 7 7.39 0.880 24.74% 

𝜆𝑖𝑑 = 10, 𝜆𝑠𝑒𝑚 = 7 7.39 0.878 25.43% 

𝜆𝑖𝑑 = 7, 𝜆𝑠𝑒𝑚 = 10 7.36 0.873 26.38% 

𝜆𝑖𝑑 = 10, 𝜆𝑠𝑒𝑚 = 10 7.36 0.874 25.81% 

 

TABLE II 

Performance ablation of different improved objectives using (a) MCD, smaller value is better, (b) VPR, 

higher value is better, (c) CER of the speech texts, smaller value is better. SVCGAN uses all objectives. Boldface 

indicates the best result. 

Method MCD VPR CER 

SVCGAN 7.42 0.883 23.39% 

SVCGAN without 

-Log-Cosh Loss 
7.44 0.881 24.04% 

SVCGAN without 

-Semantic-Similarity 

Loss 

7.50 0.878 27.20% 

SVCGAN without 

-Third Adversarial Loss 
7.45 0.881 24.16% 

SVCGAN without 

-Log-Cosh Loss 

-Semantic-Similarity 

Loss 

7.52 0.877 28.22% 

SVCGAN without 

-Log-Cosh Loss 

-Third Adversarial Loss 

7.47 0.880 25.31% 

SVCGAN without 

-Semantic-Similarity 

Loss 

-Third Adversarial Loss 

7.53 0.877 28.65% 

SVCGAN without 

-Log-Cosh Loss 

-Semantic-Similarity 

7.54 0.876 29.73% 
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Loss 

-Third Adversarial Loss 

TABLE III 

Comparison of different methods using (a) MCD, smaller value is better, (b) VPR, higher value is better, (c) 

CER of the speech texts, smaller value is better. Boldface indicates the best result. 

Method MCD VPR CER 

SVCGAN 7.42 0.883 23.39% 

MaskCycleGAN-VC 7.54 0.876 29.73% 

CycleGAN-VC3 7.71 0.861 32.06% 

Original children's recordings   29.01% 

Comparison among MCDs. In Table I, it is observed that the MCD algorithm yields the most favorable outcome 

when the hyper-parameter 𝜆𝑠𝑒𝑚 is set to 10. The proximity between the converted speeches and the original kid 

recordings increases as the hyper-parameter 𝜆𝑠𝑒𝑚 is augmented. In Table II, it is observed that all objectives 

result in a decrease in the MCD as compared to the MaskCycleGAN-VC. Notably, the objective incorporating 

semantic-similarity loss exhibits the most significant reduction in MCD. The rationale behind incorporating the 

semantic-similarity loss in the MaskCycleGAN-VC framework is to enhance the model’s ability to capture and 

learn semantic information. Consequently, this leads to a significant reduction in the MCDs between the converted 

speeches and the original recordings of children. In Table III, our model demonstrates superior performance in 

MCD when compared to MaskCycleGAN-VC and CycleGAN-VC3. 

Comparison among VPRs. In Table I, it is observed that the VPR achieves the highest performance when the 

hyper-parameters 𝜆𝑖𝑑 and 𝜆𝑠𝑒𝑚 are both set to 5. In Table II, it is observed that all objectives result in an 

increase in the VPR when compared to the MaskCycleGAN-VC. Notably, the VPR associated with the 

semantic-similarity loss exhibits the highest rise. The outcomes beyond our initial expectations, as 

semantic-similarity loss would have made the conversion of voice types more challenging. One possible 

explanation is that the inclusion of a semantic-similarity loss function enhances the acquisition of semantic 

knowledge and improves the efficiency of model training. The model has the capacity to acquire the ability to 

preserve semantic information within a limited training duration, hence enhancing its proficiency in transforming 

kid voice types into adult voice types during subsequent training sessions. In Table III, our model demonstrates 

superior performance in VPR when compared to MaskCycleGAN-VC and CycleGAN-VC3. 

Comparison among CERs. In Table I, it is observed that the optimal outcome for the CER is achieved when the 

hyper-parameters 𝜆𝑖𝑑 and 𝜆𝑠𝑒𝑚 are both set to 5. In Table II, it is observed that all improved objectives result in 

a drop in the CER. Among these objectives, the semantic-similarity loss exhibits the most significant reduction in 

CER. The findings obtained from the MCD and VPR indicate that our model exhibits enhancements in two 

aspects: the acquisition of semantic information and the conversion of voice types. Consequently, our model 

achieves a lower CER when transcribing converted speech. In Table III, the CER of our model exhibits significant 

improvements of 8.67%, 6.34% and 5.62% compared to the CycleGAN-VC3 model, MaskCycleGAN-VC model 

and the original child recordings. This finding suggests that voice type conversion has the potential to enhance the 
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accuracy rate of spoken language recognition for young children in their daily activities. However, the CER of the 

MaskCycleGAN-VC model and the CycleGAN-VC3 model is higher than the original children’s recordings. The 

reason is because the semantic information of young children is easily destroyed during the voice conversion 

process, and these two models do not sufficiently protect it. In SVCGAN, we use log-cosh loss, 

semantic-similarity loss, and third adversarial loss to protect the semantic information of young children and 

better transform the voice type of young children into adult. Consequently, our model demonstrates superior 

performance in terms of CER when compared to MaskCycleGAN-VC and CycleGAN-VC3. 

Subjective evaluation 

A listening test was undertaken in order to examine the manner in which various listeners assessed the quality of 

the converted speeches. A total of 23 individuals were invited to assess the converted speeches produced by the 

CycleGAN-VC3, MaskCycleGAN-VC and SVCGAN models across several areas: (1) Speech semantic 

information similarity. In this assessment, listeners are required to evaluate two speech samples in terms of their 

semantic information resemblance to the original kid speech. Thirty sets of original kid speeches and transformed 

speeches from the CycleGAN-VC3, MaskCycleGAN-VC and SVCGAN models are randomly selected. (2) Voice 

type similarity. In this assessment, listeners are required to evaluate two speech samples based on their closeness 

to adult speech in terms of voice type. Thirty sets of adult speeches and converted speeches from the 

CycleGAN-VC3, MaskCycleGAN-VC and SVCGAN models are selected in a random manner. (3) Speech 

naturalness and intelligibility. In this assessment, listeners are required to evaluate two speech samples based on 

their naturalness and intelligibility. Thirty groups of the converted speeches from the CycleGAN-VC3, 

MaskCycleGAN-VC and SVCGAN models are selected in a random manner. In all assessments, the model of the 

speech samples is not disclosed to the listeners, and the resulting score is a continuous numerical value ranging 

from 0 to 5. In order to maintain fairness, the sequence of speech samples is randomized. 

Figure 3. Speech semantic information similarity test, voice type similarity test, speech naturalness and 

intelligibility test of CycleGAN-VC3, MaskCycleGAN-VC and SVCGAN models. 

Fig.3 illustrates the outcomes of the assessment conducted on speech semantic information similarity, voice type 

similarity, speech naturalness and intelligibility. The results of our evaluation indicate that the SVCGAN model 
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outperformed the CycleGAN-VC3 and MaskCycleGAN-VC models in all terms of semantic information 

similarity, voice type similarity, speech naturalness and intelligibility. This means that the SVCGAN model 

exhibits superiority over the CycleGAN-VC3 and MaskCycleGAN-VC models. 

CONCLUSIONS 

We provide SVCGAN as a potential solution to enhance the quality of converted speech and the accuracy of 

speech recognition in the context of young children. Our model incorporates three novel techniques: (1) log-cosh 

loss, (2) semantic-similarity loss, and (3) third adversarial loss. These techniques aim to improve the effectiveness 

of training and enhance several aspects of converted speech, including semantic information similarity, voice type 

similarity, speech naturalness and intelligibility. The results demonstrate that our model outperforms 

CycleGAN-VC3 and MaskCycleGAN-VC models in terms of both objective and subjective assessment metrics, 

leading to enhanced converted speech quality and speech recognition accuracy in young children. 
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