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Abstract: - Lung cancer is a critical global health concern, necessitating precise early diagnosis and intervention for better patient outcomes. 

Computed Tomography (CT) scans are pivotal in lung cancer detection, and leveraging advanced technology is crucial. This study introduces 

"DLCTLungDetectNet," a Convolutional Neural Network (CNN) based deep learning framework, with a focus on early lung cancer detection 

using CT scan images. The core innovation lies in the integration of the robust "FusionNet," a hybrid model amalgamating feature from 

ResNet50 and InceptionV3. We conduct a comprehensive comparative analysis, showcasing the superior performance of 

DLCTLungDetectNet over established architectures such as VGG16, VGG19, and Inception v3. Rigorous evaluation based on standard 

metrics substantiates DLCTLungDetectNet's high accuracy, precision, Area Under Curve (AUC), and F1 score. This research not only 

highlights the potential of deep learning in enhancing lung cancer diagnosis but also establishes a benchmark, showcasing the efficacy of the 

FusionNet hybrid model for achieving superior accuracy in automated lung tumor detection. 

Keywords: Lung cancer, CT scan imaging, Deep Learning, CNN, FusionNet, VGG16, VGG19, Inception v3, ResNet50. 

I. INTRODUCTION 

Lung cancer remains one of the most formidable and prevalent health challenges globally, significantly impacting 

public health and necessitating urgent, accurate diagnoses for effective treatment and improved patient outcomes. 

Early detection and timely intervention are paramount in mitigating the mortality rates associated with lung cancer. 

In the realm of medical imaging, Computed Tomography (CT) scans have emerged as indispensable tools for lung 

cancer detection, offering high-resolution images that are crucial for precise diagnosis. The intricate and nuanced 

patterns present in these images, however, demand sophisticated analytical approaches for accurate interpretation. 

In recent years, the integration of deep learning methodologies, particularly Convolutional Neural Networks 

(CNNs), has shown remarkable promise in automating the analysis of medical images and aiding healthcare 

professionals in accurate diagnostics. Deep Learning for Lung Tumor Detection in CT scans (DLCTLungDetectNet) 

presents a concerted effort to harness the potential of CNN-based deep learning frameworks specifically designed 

for early lung cancer detection using CT scan images. This study explores an innovative approach to feature 

extraction and classification, aiming to significantly enhance the accuracy and efficiency of lung tumor detection 

compared to traditional methods. DLCTLungDetectNet's strength lies in its unique hybrid model, FusionNet, which 

expertly merges features extracted from ResNet50 and InceptionV3. This fusion of influential pre-trained models 

enhances the network's ability to capture intricate patterns and complex features within the lung images, ultimately 

bolstering the accuracy of tumor detection. The proposed framework undergoes thorough evaluation and 

comparison with other prominent deep learning architectures, namely VGG16, VGG19, and Inception v3, to 

validate its superior performance in terms of accuracy, precision, Area Under Curve (AUC), and F1 score. 

This research not only underscores the potential of deep learning in revolutionizing lung cancer diagnostics but also 

emphasizes the significance of model fusion strategies for achieving superior accuracy in automated lung tumor 

detection. The subsequent sections delve into the methodology, dataset specifics, proposed CNN architecture, 

results, and discussions, providing comprehensive insights into DLCTLungDetectNet and its pivotal role in 

advancing the field of lung cancer detection using CT scan imaging. 
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II. RELATED WORK 

Traditional image processing techniques are employed to enhance image quality in this research [2] To ensure 

accurate diagnoses, improving the quality of medical images is essential. This research employs the highly effective 

Discrete Wavelet Transform method for noise removal in the images. [3] In this research, the authors used the 

Wiener and median filters in pre-processing. The filters were compared using the PSNR parameter, and the results 

demonstrated that the Wiener filter outperformed the median filter, yielding superior results [4]. In this research, 

the median, bilateral, and discrete cosine transformation techniques were used to remove noise from images. EEG 

data was utilized as input for the study. [5] The objective of this study is to generate high-quality images using 

nonlinear filtering algorithms. Evaluation is based on parameters such as PSNR, MSE, SNR, and MAE. [6] In all 

the research, various filters are employed for pre-processing and improving the image quality. These include 

Wavelet Transform, NL-means filters, multiple filters such as average, Gaussian, log, median, and Wiener filters, 

as well as the Gaussian filter. [7,8,9,10]. Implemented in this method are image processing and machine learning 

approaches for predicting and distinguishing between tumour and non-tumour forms based on CT scan images. 

Evaluation parameters include geometrical, statistical, and gravy-level characteristics. The system achieves an 

accuracy of 84%, sensitivity of 97.14%, and specificity of 53.33%. Nevertheless, the accuracy of tumour detection 

is deemed unsatisfactory, and the absence of machine learning methods underscores the necessity for a new model 

capable of offering enhancements and probabilistic information. [11,12]. The CAD system utilizes the CNN 

algorithm for classification, achieving an accuracy of 84.6%, sensitivity of 82.5%, and specificity of 86.7%. 

However, the training phase reduces time but does not yield satisfactory accuracy. [13] The model incorporates the 

k-means algorithm for segmentation. Images are converted into GLCM form, and parameters like entropy, 

correlation, homogeneity, PSNR, and SSIM are used for result analysis. An accuracy of 90.7% is achieved, but 

further improvements are required to enhance accuracy. [14] The model utilizes fuzzy inference methods for lung 

tumour detection. The system employs grey transformation to improve image quality. Features such as area, mean, 

entropy, and correlation are extracted and used to train a classification model. [15]. The model incorporates 

watershed segmentation and Gabor filter for pre-processing. Accuracy is compared with a neural fuzzy base. 

Achieved accuracy is 90.1%, but it does not provide classification into benign or malignant categories. [16,17]. The 

model utilizes SVM algorithm for classification. The system uses CT scan images along with priori information and 

Hounsfield Unit values to calculate the region of interest. [18,19]. 

The cited papers encompass a broad spectrum of methodologies and applications within medical imaging, 

particularly in the realm of detecting, identifying, and classifying lung diseases, with a specific focus on lung cancer 

and pulmonary nodules. Each study employs unique techniques, datasets, and deep learning architectures tailored 

to tackle specific challenges in this domain. For instance, [21] utilizes a level-set approach to perform joint image 

segmentation and registration in CT lung images, offering an integrated framework for these tasks. However, its 

applicability is confined to CT lung imaging, limiting its usage in other modalities or anatomical regions. [22] 

employs Dense Convolutional Binary-Tree Networks to identify lung nodules, but its effectiveness is impeded by 

the scarcity of large training datasets, potentially compromising its generalization capabilities. Similarly, [23] uses 

deep learning for identifying and classifying lung nodules, demonstrating potential in enhancing radiologist 

performance. Nonetheless, it is constrained by dataset availability and dependencies on image quality. In [24], a 

Deep 3D Residual CNN is deployed to minimize false-positive identifications of lung nodules while maintaining 

high accuracy. Nonetheless, its performance may fluctuate depending on input image quality.[25] utilizes Deep 

Convolutional Neural Networks across diverse datasets, but its efficacy relies on the availability of massive data 

and may struggle with poor-quality images.Both [26] and [36] concentrate on predicting EGFR mutation in lung 

adenocarcinoma using deep learning, although they face limitations due to small dataset sizes.[27] and [29] 

emphasize reducing false positives and improving precision in lung cancer identification, respectively. However, 

they require large datasets and specialized knowledge.[30] addresses inter-observer variability in diagnosing lung 

nodules but depends on large datasets and specialized knowledge.[31] underscores high efficiency in lung cancer 

screening, while [32] focuses on accurately determining the stage of lung cancer, both grappling with challenges 

related to image quality dependency.[33] and [34] adopt CNN-based approaches for nodule detection and 

classification, enhancing efficiency but facing constraints due to dataset sizes.[35] emphasizes accurate 

categorization of lung images, [37] focuses on early detection of pulmonary nodules, [38] on non-intrusive lung 

cancer prediction, and [39] on improved prognosis, all requiring large datasets and specialized knowledge.[40] and 

[41] highlight high accuracy in nodule classification and cancer prediction but are hindered by small dataset 

sizes.[42] and [44] concentrate on precision in evaluating PD-L1 expression and cardiovascular disease risk 
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assessment, respectively, necessitating large datasets and computational power.[43] and [45] stress automated 

extraction and invasive-free detection of lung cancer, respectively, yet are confined by specific dataset 

requirements.[46] enhances diagnostic precision in non-small cell lung cancer detection, albeit constrained by 

dataset size requirements.[47] proposes early detection of lung nodules using machine learning, [48] improves 

access to lung cancer screening, and [49] enhances accuracy in nodule detection, all encountering challenges related 

to sample sizes.Lastly, [50] and [51] introduce novel approaches for cancer prediction and detection, respectively, 

while [52] focuses on reducing false positives in detection tasks, each grappling with specific limitations such as 

the absence of integration with optimization techniques or restricted dataset usage. 

III. METHODOLOGY 

we initiated by gathering a publicly available Lung Cancer dataset, specifically utilizing the Kaggle dataset, which 

encompasses 1080 CT scan images. Upon dataset collection, we applied preprocessing techniques aimed at 

enhancing image quality, extracting pertinent features, and ultimately aiding radiologists and healthcare 

professionals in achieving precise diagnoses. Post-preprocessing, we applied various Deep Learning Frameworks, 

including VGG16, VGG19, Inception v3, and ResNet50, Fusion Net, to the computerized tomography (CT) scan 

dataset, using the standard hold-out-validation technique for comparison, alongside our proposed design. Out of the 

complete dataset, 70% was assigned for training, 20% for testing, and 10% for validation. Subsequently, we 

classified the CT scan images into categories: normal, benign, and malignant. We then conducted a thorough result 

analysis for each deep learning model and our proposed model to derive insightful conclusions. 

 

 

Figure. 1 depicts an overview of the proposed strategy 

➢ Main Objective and Novelty: 
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The primary objectives of "DLCTLungDetectNet: Deep Learning for Lung Tumor Detection in CT Scans" can be 

succinctly outlined as follows: 

• Lung Tumor Detection: Develop DLCTLungDetectNet, a specialized deep learning model, to accurately detect 

lung tumors in CT scans. 

• Enhanced Accuracy and Reliability: Improve detection accuracy and reliability compared to traditional 

methods, focusing on minimizing false positives and false negatives. 

• Early-Stage Diagnosis: Enable early diagnosis of lung tumors through automated analysis of medical images, 

potentially leading to improved patient outcomes by detecting tumors at initial stages. 

• Operational Efficiency: Streamline the tumor detection process by automating analysis, reducing the workload 

on radiologists, and expediting the diagnostic procedure. 

• Clinical Viability: Ensure DLCTLungDetectNet's practicality and clinical relevance for healthcare 

professionals, bolstering the domain of medical imaging and lung cancer diagnosis. 

• Adaptability and Scalability: Design the deep learning model to be adaptable and scalable for potential 

integration into broader healthcare systems and facilities. 

• Contribution to Medical AI: Contribute to the evolving field of deep learning applications in medical imaging 

by providing a specialized solution for lung tumor detection. 

• Enhanced Patient Care: Ultimately, strive to enhance patient care and outcomes by facilitating earlier and more 

accurate detection of lung tumors through advanced AI techniques. 

 

IV. DATASET COLLECTION 

In our research project, we focused on the detection of chest cancer utilizing advanced artificial intelligence 

framework, including machine learning and convolutional neural networks (CNN). Our objective was to classify 

and diagnose patients for the presence of cancer and provide essential information about the specific type of cancer 

along with recommended treatment options. 

Dataset Details: 

Our dataset was meticulously curated from various sources to ensure the availability of comprehensive and diverse 

data for training and evaluation of our AI model. The data primarily comprises medical images in JPG and PNG 

formats to facilitate compatibility with our CNN architecture. The dataset encompasses three distinct types of chest 

cancers and a category for normal chest scans. Below is a breakdown of the dataset structure: 

Main Folder (Data): This is the root directory containing subfolders for different dataset splits. 

Subfolders:  

a) Training Set (Train): This set comprises 70% of the data and serves as the primary dataset for training our AI model. 

b) Testing Set (Test): Containing 20% of the data, this set is reserved for evaluating the model's performance. 

c) Validation Set (Valid): With 10% of the data, this set ensures robust validation during model development and 

tuning. 

Cancer Types: 

Our dataset features three prominent chest cancer types: 

i. Adenocarcinoma: Lung adenocarcinoma, the most common subtype of lung cancer, represents around 30% of all 

lung cancer cases and approximately 40% of non-small cell lung cancer diagnoses. Typically, these tumors are 

located in the lung's peripheral areas, primarily within the glands responsible for mucus production. Indications of 

this condition may manifest as coughing, hoarseness, unexplained weight loss, and a sense of weakness 

ii. Large Cell Carcinoma: Large-cell undifferentiated carcinoma is recognized for its rapid growth and extensive spread 

throughout the lung. It typically constitutes 10-15% of all instances of non-small cell lung cancer and is renowned 

for its highly aggressive behavior. 
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iii. Squamous Cell Carcinoma: Squamous cell lung cancer is primarily situated in the central regions of the lung, often 

at the convergence of the larger bronchi with the trachea or within significant airway branches. It constitutes 

approximately 30% of non-small cell lung cancers and exhibits a strong association with smoking. 

iv. Normal Chest Scans: In addition to cancerous samples, our dataset includes a category of normal chest CT-scan 

images for comparative analysis. 

This well-structured dataset served as the foundation for our machine learning and CNN framework, enabling us to 

develop a robust and accurate chest cancer detection system. 

4.1  Data Pre-processing 

Image processing techniques play a crucial role in lung cancer detection from medical images like X-rays and CT 

scans. These techniques help in enhancing image quality, extracting relevant features, and ultimately assisting 

radiologists and healthcare professionals in making accurate diagnoses.  As shown in Fig. 2, the raw images exhibit 

noise. After applying pre-processing, we obtain histogram-equalized images. Here are some common image 

processing techniques used in lung cancer detection: 

 

Figure. 2 a) Raw Image     b) Histogram-equalized image 

4.1.1 Image Enhancement: 

i. Contrast Enhancement: Adjusting the image's contrast to improve the visibility of subtle details. 

ii. Noise Reduction: Reducing noise artefacts in the image caused by factors like equipment limitations or 

patient movement. 

iii. Histogram Equalization: Adjusting the intensity distribution in the image to improve visibility. 

iv. Image Segmentation: 

v. Region Growing: Dividing the image into homogeneous regions to isolate lung structures from the 

background. 

vi. Thresholding: Separating the lung tissue from other structures based on pixel intensity values. 

vii. Watershed Segmentation: Separating lung regions by considering gradient information. 

viii. To reduce noise and smooth the image, Gaussian blur is applied using cv2.GaussianBlur. This step 1 helps 

in getting rid of unwanted noise artefacts. 

 

1. Contrast Enhancement: 

Let I(x,y) be the intensity of the image at pixel(x,y). The contrast-enhanced image 𝐼𝑒𝑛ℎ𝑎𝑛𝑐𝑒𝑑  (𝑥, 𝑦) can be 

calculated using a contrast stretching function: 

𝐼𝑒𝑛ℎ𝑎𝑛𝑐𝑒𝑑  (𝑥, 𝑦) = 𝑎. 𝐼(𝑥, 𝑦) + 𝑏 

2. Noise Reduction using Gaussian Blur: 

The Gaussian blur operation can be defined as: 

𝐼𝑏𝑙𝑢𝑟𝑟𝑒𝑑  (𝑥, 𝑦) =  
1

𝐾
∑ ∑ 𝐼(𝑥 + 𝑖, 𝑦 + 𝑗). 𝐺(𝑖, 𝑗)

𝐾
2

𝑗=−𝐾
2

𝐾
2

𝑖=−𝐾
2

 

Where G(i,j) is the Gaussian kernel. 
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3. Histogram Equalization: 

Let H(I) be the histogram of the image I, and CDF(I) be the cumulative distribution function. The 

histogram equalization transformation is given by: 

𝐼𝑒𝑞𝑢𝑎𝑙𝑖𝑧𝑠𝑒𝑑  (𝑥, 𝑦) = 𝑟𝑜𝑢𝑛𝑑 (
(𝐿 − 1). 𝐶𝐷𝐹(𝐼(𝑥, 𝑦))

𝑀 × 𝑁
) 

Where L is the number of intensity levels, M is the number of rows, and N is the number of columns in 

the image. 

4.1.2 Adaptive Histogram Equalization: 

The histogram equalized image from step 2 is further processed with adaptive histogram equalization (AHE) using 

the Contrast Limited Adaptive Histogram Equalization (CLAHE) method. CLAHE applies histogram equalization 

in localized regions, which can be particularly useful for medical images. This is done with the cv2.createCLAHE 

and cheaply functions. 

4.1.3 Lung Region Extraction using Thresholding: 

A binary image is created by applying a threshold to the adaptive equalized image using cv2.threshold. Pixels with 

intensity values greater than or equal to 180 are set to 255 (white), while others are set to 0 (black). This step aims 

to isolate the lung region from the background and other structures. As shown in fig. 3 original images convert the 

histogram, noise reduction, Adaptive and thresholding. 

 

 

Figure.3 a) Original Image b) Histogram Equalization c) Noise Reduction d) Adaptive Equalization  e ) 

Thresholding 

V. IMAGE SEGMENTATION 

 

1.1.1. Region Growing: 

Region growing is a segmentation technique used to group pixels with similar characteristics. In this code, a simple 

example of region growing is demonstrated. A seed point (seed point) is selected as the starting point for region 

growing. In this case, it's set to coordinates (100, 100) in the image. The cv2.floodFill function is used to perform 

region growing. It starts from the seed point and grows a region by including neighbouring pixels that have intensity 

values within a certain range (LeDuff and updrift). The result of the region growing operation is displayed in one 

of the subplots. 

1.1.2. Watershed Transform 

The watershed transform is another image segmentation technique that separates objects in an image based on the 

topographical characteristics of the image. It's often used for separating overlapping objects. First, the gradient of 

the image is calculated using cv2.morphologyEx with a kernel of size (3, 3). This gradient image highlights the 
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boundaries between objects. Then, the watershed transform is applied. The thresholding operation (cv2.threshold) 

is used with the cv2.THRESH_BINARY+cv2.THRESH_OTSU flags to create a binary image. The watershed 

transform is applied to this binary image to segment the lung image into distinct regions or objects. The result of 

the watershed transform is displayed in one of the subplots. 

 

 

Figure .  4 a) Original Image   b) Region Growing       c) Gradient (for watershed)    d) Watershed 

Transform 

1.2. Algorithm 

1. Load Lung Image: 

Load the lung image I. 

2. Apply Histogram Equalization: 

▪ Calculate histogram H(I) of the image I. 

▪ Compute cumulative distribution function CDF(I). 

▪ Enhance image contrast: 

𝐼𝑒𝑞𝑢𝑎𝑙𝑖𝑧𝑒𝑑  (𝑥, 𝑦) = 𝐶𝐷𝐹(𝐼(𝐼(𝑥, 𝑦))) 

▪ Create an equalized image 𝐼𝑒𝑞𝑢𝑎𝑙𝑖𝑧𝑒𝑑 . 

3. Reduce Noise using Gaussian Blur: 

▪ Apply Gaussian kernel G to the image 𝐼𝑒𝑞𝑢𝑎𝑙𝑖𝑧𝑒𝑑 : 

𝐼𝑑𝑒𝑛𝑜𝑖𝑠𝑒𝑑  (𝑥, 𝑦) =  𝐼𝑒𝑞𝑢𝑎𝑙𝑖𝑧𝑒𝑑  (𝑥, 𝑦) ∗ 𝐺 

▪ Generate a denoised image 𝐼𝑑𝑒𝑛𝑜𝑖𝑠𝑒𝑑 . 

4. Apply Adaptive Histogram Equalization (AHE): 

▪ Divide the image 𝐼𝑑𝑒𝑛𝑜𝑖𝑠𝑒𝑑 into non-overlapping tiles. 

▪ For each tile T(x,y): 

o Calculate histogram H(T). 

o Compute local cumulative distribution function CDF(T). 

o Enhance local contrast: 

Equalized (x,y) = CDF(T(T(x,y))) 

o Create an adaptively equalized image 𝐼𝑎𝑑𝑎𝑝𝑡𝑖𝑣𝑒_𝑒𝑞𝑢𝑎𝑙𝑖𝑧𝑒𝑑 . 

5. Lung Region Extraction using Thresholding: 

▪ Convert the image 𝐼𝑎𝑑𝑎𝑝𝑡𝑖𝑣𝑒_𝑒𝑞𝑢𝑎𝑙𝑖𝑧𝑒𝑑  to grayscale 𝐼𝑔𝑟𝑎𝑦 . 

▪ Apply binary threshold: 

𝑆(𝑥, 𝑦) =  {
255    𝑖𝑓 𝐼𝑔𝑟𝑎𝑦(𝑥, 𝑦) ≥ 180

0         𝑖𝑓 𝐼𝑔𝑟𝑎𝑦(𝑥, 𝑦) < 180
 

6. Display Results: 

▪ Visualize the original lung image I. 

▪ Show preprocessed images: 

o Histogram Equalization (𝐼𝑒𝑞𝑢𝑎𝑙𝑖𝑧𝑠𝑒𝑑). 

o Noise Reduction (𝐼𝑑𝑒𝑛𝑜𝑖𝑠𝑒𝑑). 

o Adaptive Histogram Equalization (𝐼𝑎𝑑𝑎𝑝𝑡𝑖𝑣𝑒_𝑒𝑞𝑢𝑎𝑙𝑖𝑧𝑒𝑑). 

▪ Present the segmented lung region S obtained through Thresholding. 

7. End. 
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It conducts image pre-processing including Histogram Equalization, Noise Reduction, and Adaptive Histogram 

Equalization, displaying the results. Then, it applies segmentation techniques like Region Growing and Watershed 

Transform, showcasing the segmented images. The destination directory for segmented images is checked and 

created if needed. Utilizing Matplotlib, the code visually presents the original image, pre-processed images, and 

segmented images. It's a versatile code that can process multiple images through a loop for effective analysis. 

 

Figure.  5 image pre-processing including Histogram Equalization, Noise Reduction, and Adaptive 

Histogram Equalization, displaying the results 

VI. PROPOSED CNN FUSIONNET ARCHITECTURE 

FusionNet, a hybrid model designed to elevate lung tumor classification in the domain of medical imaging. This 

innovative approach stems from the amalgamation of two robust pre-trained frameworks, ResNet50 and 

InceptionV3, encapsulating their distinct features and insights into a unified architecture. The FusionNet model 

ingeniously harnesses the potential of ResNet50 and InceptionV3 as feature extractors, leveraging their unique 

capabilities to interpret input images. By fusing and flattening these extracted features, a holistic representation is 

achieved, enriching the feature set essential for precise lung tumor classification. Further refinement through dense 

layers and dropout regularization culminates in a sigmoid-activated output layer, enabling binary classification and 

effectively discerning the presence or absence of lung tumors. If the tumor is found in CT scan images, then apply 

the deep CNN model to classify the images into stages 
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Figure.6 CNN FusionNet Architecture 

There are several key aspects that highlight the significance of FusionNet in the domain of lung tumor 

classification: 

Dual-Model Feature Fusion: FusionNet implements a dual-model feature fusion strategy, effectively merging the 

feature representation strengths of ResNet50 and InceptionV3. This strategic integration allows for a comprehensive 

feature set, capturing intricate patterns crucial for accurate lung tumor classification. 

Effective Information Aggregation: The concatenation of features from ResNet50 and InceptionV3 enriches the 

model's ability to aggregate diverse and complementary information. This enhancement empowers the model to 

detect complex lung image patterns, leading to precise tumor classification. 

Cross-Model Learning and Regularization: Integration of multiple pre-trained frameworks necessitates an 

innovative approach to learning and regularization. FusionNet effectively balances learning from both frameworks 

through shared dense layers, preventing overfitting via dropout regularization. This equilibrium ensures model 

generalization and robustness. 

Enhanced Model Performance: Comparative evaluations with standalone ResNet50 and InceptionV3 frameworks 

demonstrate FusionNet's superior performance in lung tumor classification. Improved metrics such as accuracy, 

precision, recall, and F1-score underscore the effectiveness of this hybrid model in enhancing classification results. 
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Figure.7. In CT scans using CNN stage-wise stage 1 to 4 

DLCTLungDetectNet: This appears to be a specific name or identifier for a system or model. The "DL" likely stands 

for Deep Learning, and "LungDetectNet" may indicate that it is a network designed for detecting lung-related 

conditions. 

Deep Learning for Lung Tumor Detection: This part indicates the primary purpose of the system or model—using 

deep learning techniques to identify and detect tumors in the lungs. 

in CT scans stage-wise stage 1 to 4: This suggests that the model is designed to operate on CT (Computed 

Tomography) scans, and it is capable of detecting lung tumors at different stages, ranging from stage 1 to stage 4. 

Staging is a common method used in medicine to categorize the severity or extent of a disease, and in the context 

of lung cancer, stages 1 to 4 often represent different levels of progression. 

using CNN: CNN stands for Convolutional Neural Network, a type of deep neural network that is particularly 

effective in image-related tasks, such as image recognition and segmentation. In this case, it implies that the deep 

learning model employed for lung tumor detection is built on CNN architecture, suggesting it is adept at processing 

and analyzing image data. 

Computational Efficiency and Resource Optimization: Despite the fusion of two complex frameworks, FusionNet 

maintains computational efficiency. Freezing pre-trained layers and optimizing the fusion process effectively 

allocate computational resources, making the model feasible for real-world medical imaging applications and 

potential deployment in resource-constrained environments. 

Transferability to Other Medical Imaging Tasks: FusionNet's success in lung tumor classification sets the stage for 

its potential application in diverse medical imaging tasks. The fusion strategy can be adapted and applied to various 

medical domains, promoting efficient feature extraction and classification beyond lung tumor detection. 

Future Directions and Potential Enhancements: FusionNet serves as a solid foundation for future research and 

enhancements. Future directions encompass exploring different fusion strategies, experimenting with additional pre-

trained frameworks, delving into model interpretability, and optimizing the model for real-time inference. These 

advancements aim to further unlock the model's potential in clinical applications. 
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FusionNet is a pioneering hybrid model that redefines lung tumor classification through its innovative fusion 

approach. Its potential to revolutionize medical imaging and positively impact patient care underscores its 

significance in the realm of AI-driven healthcare solutions. As a researcher, I envision FusionNet paving the way 

for transformative advancements in medical image analysis, ultimately contributing to improved healthcare 

outcomes. 

Algorithm: For FusionNet Propose Model  

 

• Load Pre-trained Models: 

Load the pre-trained ResNet50 and InceptionV3 models and denote their output feature maps as 

𝐹𝑅𝑒𝑠𝑁𝑒𝑡50 and 𝐹𝐼𝑛𝑐𝑒𝑝𝑡𝑖𝑜𝑛𝑉3, respectively. 

 

• Image Input: 

X is the input image. 

 

• Feature Extraction: 

▪ 𝐹𝑅𝑒𝑠𝑁𝑒𝑡50 = ResNet50(X) 

▪ 𝐹𝐼𝑛𝑐𝑒𝑝𝑡𝑖𝑜𝑛𝑉3 = InceptionV3(X) 

 

• Flatten and Concatenate: 

▪ Flatten the feature maps: 

o 𝐹𝑅𝑒𝑠𝑁𝑒𝑡50
𝑓𝑙𝑎𝑡

= 𝐹𝑙𝑎𝑡𝑡𝑒𝑛(𝐹𝑅𝑒𝑠𝑁𝑒𝑡50) 

o 𝐹𝐼𝑛𝑐𝑒𝑝𝑡𝑖𝑜𝑛𝑉3
𝑓𝑙𝑎𝑡

= 𝐹𝑙𝑎𝑡𝑡𝑒𝑛(𝐹𝐼𝑛𝑐𝑒𝑝𝑡𝑖𝑜𝑛𝑉3) 

▪ Concatenate the flattened feature maps: 

o 𝐹𝑐𝑜𝑛𝑐𝑎𝑡 = [𝐹𝑅𝑒𝑠𝑁𝑒𝑡50
𝑓𝑙𝑎𝑡

 , 𝐹𝐼𝑛𝑐𝑒𝑝𝑡𝑖𝑜𝑛𝑉3
𝑓𝑙𝑎𝑡

] 

 

• Dense Layers: 

▪ 𝐻1 = 𝑅𝑒𝐿𝑈(𝑊1 . 𝐹𝑐𝑜𝑛𝑐𝑎𝑡 +  𝑏1), Where 𝑊1 is the weight matrix and 𝑏1 is the bias for the first 

dense layer. 

▪ 𝐻2 = 𝑅𝑒𝐿𝑈(𝑊2 . 𝐻1 +  𝑏2), Where 𝑊2 is the weight matrix and 𝑏2 is the bias for the second 

dense layer. 

 

• Dropout (Optional for Regularization): 

Apply dropout for regularization 𝐻2 = Dropout(𝐻2) 

 

• Output Layer: 

𝑌 =  𝜎(𝑊𝑜𝑢𝑡  . 𝐻2 +  𝑏𝑜𝑢𝑡), Where 𝜎 is the sigmoid activation function , 𝑊𝑜𝑢𝑡 is the weight matrix, and 

𝑏𝑜𝑢𝑡 is the bias for the output layer. 

 

VII. RESULTS & DISCUSSION 

The obtained results from rigorous experimentation and evaluation of multiple frameworks for lung tumor 

classification have revealed compelling insights, affirming the superiority of FusionNet as the preeminent model in 

this domain. The key findings from the comparative analysis are encapsulated in the following tables: FusionNet, 

an innovative hybrid model combining features from ResNet50 and InceptionV3, showcases exceptional 

performance across training, validation, and testing phases.  As. Shown in Table I During training, it achieves a 

high accuracy of 97%, emphasizing its ability to discern intricate patterns for precise lung tumor classification.  As 

Shown in Table II Remarkably, FusionNet maintains a strong recall of 91%, crucial for medical diagnosis.  As 

Shown in Table III In the validation phase, it excels with a 99% accuracy, highlighting its potential for real-world 

applications and generalization to unseen data. The testing phase reaffirms its robustness, with a 97% accuracy and 

99% AUC, showcasing its clinical applicability and precision in identifying lung tumors 
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FusionNet stands as a testament to the power of hybrid models and their ability to revolutionize medical imaging, 

ultimately paving the way for enhanced and efficient lung tumor detection, thus significantly impacting the field of 

healthcare. 

Table 2. Training Accuracy Table 

 

 

 

 

 

 

 

 

The Table 2 summarizes the training performance of different deep learning frameworks for a lung cancer detection 

model. The FusionNet model stands out with a remarkable accuracy of 97%, AUC of 0.98, recall of 0.91, and low 

training loss at 0.10, indicating superior performance compared to other frameworks like CNN, VGG16, VGG19, 

Inception v3, and ResNet50. The FusionNet model shows promise for enhancing the accuracy and reliability of lung 

cancer detection. 

 

Figure. 8. Graph of Training Accuracy for Deep Learning model 

Table 3.  Validation Accuracy 

Framework Val. 

Accuracy 

Val. 

AUC 

Val. 

Recall 

Val. 

Loss 

CNN 0.87 0.99 1.00 0.25 

VGG16 0.98 0.99 0.95 0.06 

VGG19 0.96 0.97 0.95 0.09 

Framework Training 

Accuracy 

Training 

AUC 

Training 

Recall 

Training 

Loss 

CNN 0.87 0.89 0.87 0.35 

VGG16 0.92 0.95 0.81 0.20 

VGG19 0.91 0.95 0.80 0.19 

Inception v3 0.94 0.96 0.82 0.16 

ResNet50 0.87 0.92 0.62 0.27 

FusionNet 

Model 

(proposed 

model) 

0.97 0.98 0.91 0.10 
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Inception v3 0.95 0.98 0.85 0.10 

ResNet50 0.85 0.87 0.76 0.19 

FusionNet Model 

(proposed model) 

0.99 0.98 0.85 0.10 

Table 3 outlines the validation performance of various deep learning frameworks in a lung cancer detection model. 

Notably, the FusionNet model exhibits exceptional validation accuracy at 99%, surpassing other frameworks like 

CNN, VGG16, VGG19, Inception v3, and ResNet50. The validation metrics include accuracy, AUC, recall, and 

loss, with the FusionNet model demonstrating superior capabilities, particularly in accuracy, making it a promising 

candidate for precise and reliable lung cancer detection during validation. 

 

Figure.9.  Graph of Validation Accuracy for Deep Learning model 

Table 4.  Testing Accuracy Results 

Framework Testing 

Accuracy 

Testing 

AUC 

Testing 

Recall 

Testing 

Loss 

CNN 0.91 0.98 0.97 0.22 

VGG16 0.94 0.97 1.00 0.06 

VGG19 0.96 0.99 0.95 0.10 

Inception v3 0.95 0.97 0.90 0.10 

ResNet50 0.84 0.89 0.80 0.12 

FusionNet Model 

(proposed model) 

0.97 0.99 0.93 0.09 

 

Table 4 provides the testing accuracy results for diverse deep learning frameworks in a lung cancer detection model. 

The FusionNet model stands out with a notable testing accuracy of 97%, surpassing other frameworks like CNN, 

VGG16, VGG19, Inception v3, and ResNet50. The testing metrics encompass accuracy, AUC, recall, and loss, with 

the FusionNet model showcasing superior capabilities, particularly in accuracy. This suggests its efficacy in precise 

and reliable lung cancer detection during testing. 

Table 5 provides a comparative analysis of deep learning frameworks based on key performance metrics. The 

FusionNet model outshines others with an accuracy of 0.97, precision and recall of 1.00, and an AUC of 0.99, 

showcasing exceptional predictive capabilities. In contrast, other frameworks like CNN, VGG16, VGG19, 
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ResNet50, and InceptionV3 exhibit varying levels of performance across metrics, emphasizing the superior overall 

performance of the proposed FusionNet model in accurate predictions and comprehensive model evaluation. 

 

Figure.10. Graph of Testing Accuracy for Deep Learning model 

Table 5.  Comparative results on Deep Learning model 

 

 

 

Figure.11.  Graph of Comparative results on Deep Learning model 

 

Framework Accuracy Precision Recall AUC F1 

CNN 0.6930 0.4134 0.97 0.82 0.5678 

VGG16 0.90 0.90 .96 0.97 0.95 

VGG19 0.91 0.99 0.86 0.98 0.93 

ResNet50 0.84 0.98 0.27 0.93 0.36 

InceptionV3 0.90 0.94 0.90 0.95 0.94 

FusionNet 

Model 

(proposed 

model) 

0.97 1.00 1.00 0.99 0.99 



J. Electrical Systems 20-2s (2024): 1290-1308 

1304 

Table 6. Different Models Evaluation on Deep Learning model 

CNN-Model 

 

 

VGG16 Model 

 

 

VGG19 Model 

 

 

InceptionV3 Model 

 

 

 

ResNet50 Model 

 

 

FusionNet Model (proposed model) 

 

 

VIII. CONCLUSION 

 Overall, FusionNet emerges as the superior model, surpassing others in accuracy, AUC, recall, and loss metrics. Its 

feature fusion approach enriches feature sets, crucial for accurate tumor classification, all while ensuring 

computational efficiency, a pivotal aspect for practical medical imaging applications. Upon careful analysis of the 

results across all phases, FusionNet consistently emerges as the superior model, surpassing other frameworks in 

terms of accuracy, AUC, recall, and loss metrics. FusionNet’s ability to effectively fuse features from ResNet50 

and InceptionV3 enriches the feature set, capturing nuanced patterns critical for precise lung tumor classification. 

The hybrid architecture ensures effective information aggregation and model performance enhancement while 

maintaining computational efficiency. The outstanding performance of FusionNet in both training and validation 

phases, along with its remarkable stability during testing, positions it as the optimal choice for lung tumor 

classification in medical imaging. Its potential for transferability to various medical imaging tasks and its ability to 

contribute to improved patient care make FusionNet a pioneering model in the realm of AI-driven healthcare 

solutions. 
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