
J. Electrical Systems 20-3s (2024): 1556-1567 

 

1556 

1Jianna Huang Analysis of Multi-Intelligent 

Distributed Japanese Language Block 

Recognition Based on Knowledge 

Recognition Corpus 

 

 

Abstract: - The Knowledge Recognition Corpus (KRC) serves as a comprehensive repository designed to capture and organize diverse forms 

of knowledge for computational analysis and understanding. This corpus encompasses a wide array of data sources, including text documents, 

images, videos, and structured datasets, covering various domains and topics. The concept of Multi-Intelligent Distributed Knowledge 

Recognition Corpus (MI-DKRC) represents an innovative approach to harnessing the collective intelligence of distributed systems for 

knowledge recognition tasks. This paper presents an analysis of Multi-Intelligent Distributed Japanese Language Block Recognition (MI-

DJLBR) based on the Knowledge Recognition Corpus (KRC), employing multi-factor bi-gram Sentimental Classification (MFbi-SC). The 

MI-DJLBR system is designed to recognize and classify Japanese language blocks within a distributed framework, leveraging the collective 

intelligence of multiple intelligent agents. Through the utilization of the KRC, which encompasses a diverse array of Japanese text samples, 

images, and multimedia content, MI-DJLBR aims to enhance the efficiency and accuracy of Japanese language block recognition tasks. The 

incorporation of MFbi-SC further refines this process by considering multiple factors, including syntax, semantics, context, and sentiment, to 

classify Japanese language blocks with greater precision. Simulation demonstrated that a dataset of 1,000 Japanese language blocks, MI-

DJLBR achieves an average recognition accuracy of 94.5%, demonstrating its effectiveness in accurately identifying and classifying Japanese 

text segments. Furthermore, the incorporation of MFbi-SC enhances the system's classification accuracy by an average of 7.2%, indicating 

the significance of multi-factor sentiment analysis in refining classification outcomes. In terms of computational efficiency, MI-DJLBR 

exhibits impressive processing times, with an average recognition speed of 200 blocks per second. This highlights the scalability and 

responsiveness of the distributed framework, enabling efficient processing of large-scale Japanese language datasets in real-time scenarios. 

Keywords: Multi-Intelligent Distributed Systems, Japanese Language Block Recognition, Knowledge Recognition Corpus 

(KRC), Natural Language Processing, Linguistic 

I.INTRODUCTION 

The Knowledge Recognition Corpus (KRC) is a dataset designed for training and evaluating natural language 

understanding models, particularly those focused on recognizing and interpreting knowledge-based content within 

text [1]. This corpus typically consists of a large collection of documents spanning various topics and domains, 

annotated with metadata or semantic labels indicating the presence of factual information, concepts, entities, or 

relationships within the text [2]. Researchers and developers use KRC to develop and benchmark models for tasks 

such as entity recognition, relation extraction, and knowledge graph construction [3]. Natural Language Processing 

(NLP) techniques are increasingly being enhanced through the utilization of the Knowledge Recognition Corpus 

(KRC). By leveraging KRC's extensive dataset, NLP systems can improve their ability to understand and interpret 

textual content, particularly in recognizing factual information, entities, concepts, and relationships embedded 

within the text [4]. This corpus serves as a valuable resource for training and evaluating NLP models, enabling 

advancements in tasks such as entity recognition, relation extraction, and knowledge graph construction [5]. 

Through the integration of KRC into NLP pipelines, systems can better comprehend the nuances of language, 

leading to more accurate and effective applications such as question answering, information retrieval, and 

knowledge base population [6]. 

Multi-Intelligent Distributed Systems (MIDS) represent a paradigm shift in the development of intelligent systems 

by combining the capabilities of multiple intelligent agents distributed across a network [7]. These systems harness 

the power of distributed computing and intelligent decision-making algorithms to tackle complex tasks and 

problems that may exceed the capacity of individual agents or centralized systems [8]. MIDS leverage collaborative 

efforts among diverse agents, each possessing specialized knowledge or skills, to achieve goals efficiently and 

effectively [9]. By distributing intelligence across the network, MIDS offer scalability, fault tolerance, and 

adaptability to dynamic environments. Applications of MIDS span various domains, including smart cities, 

industrial automation, healthcare, finance, and more, where they facilitate real-time decision-making, resource 

                                                           
1 1School of Foreign Languages of Hanshan Normal University, Chaozhou, Guangdong 521041, China 

*Corresponding author e-mail: huangjn@hstc.edu.cn 

Copyright © JES 2024 on-line : journal.esrgroups.org 



J. Electrical Systems 20-3s (2024): 1556-1567 

 

1557 

optimization, and enhanced system performance [10]. As technology continues to evolve, MIDS are poised to play 

a crucial role in addressing the challenges of increasingly interconnected and data-rich environments, driving 

innovation and advancement in intelligent systems [11].  

Multi-Intelligent Distributed Systems (MIDS) integrated with the Knowledge Recognition Corpus (KRC) present a 

formidable combination in the realm of artificial intelligence and natural language processing [12]. By incorporating 

KRC's extensive dataset, MIDS gain access to a rich source of factual information, entities, concepts, and 

relationships, enabling distributed agents to make informed decisions and perform complex tasks with greater 

accuracy and efficiency [13]. These distributed systems leverage collaborative efforts among intelligent agents 

spread across a network, each equipped with specialized knowledge and skills derived from KRC. Through 

distributed computing and intelligent decision-making algorithms, MIDS with KRC enhance their ability to 

comprehend and interpret textual content, leading to advancements in tasks such as entity recognition, relation 

extraction, and knowledge graph construction [14]. This integration facilitates real-time decision-making, resource 

optimization, and improved system performance across various domains, ranging from smart cities to healthcare 

and beyond. As technology continues to evolve, MIDS with KRC are poised to drive innovation and address the 

challenges of increasingly interconnected and data-rich environments, ushering in a new era of intelligent distributed 

systems [15]. 

The paper makes several significant contributions to the field of sentiment analysis and Japanese language 

processing. Firstly, it introduces the Multi-Factor bi-gram Sentimental Classification (MFbi-SC) model, which 

combines bi-gram analysis with multiple factors such as syntax, semantics, context, and sentiment to accurately 

classify sentiments in Japanese language text. This novel approach improves the precision and reliability of 

sentiment analysis in Japanese, addressing a key challenge in natural language processing. Secondly, the paper 

presents a comprehensive evaluation of the MFbi-SC model's performance using real-world Japanese language data. 

Through extensive experimentation and analysis, it demonstrates the model's effectiveness in accurately classifying 

sentiments as positive, negative, or neutral across a diverse range of Japanese statements. This empirical validation 

strengthens the credibility and applicability of the proposed model in practical settings. Furthermore, the paper 

provides insights into the specific linguistic features and factors that influence sentiment expression in Japanese 

language text. By examining bi-gram sentiment scores and classification results, it offers valuable insights into the 

underlying patterns and nuances of sentiment expression in Japanese, contributing to a deeper understanding of 

sentiment analysis in multilingual contexts. 

II.LITERATURE REVIEW 

The literature review establishes the context for the study, identifies gaps or controversies in the current body of 

knowledge, and highlights areas where further research is needed. This introduction paragraph sets the stage for the 

literature review by emphasizing its significance in informing and shaping the research process. It underscores the 

importance of critically engaging with existing literature to build upon prior knowledge and contribute new insights 

to the field. Wen et al. (2022): This paper presents CTL-MTNet, a novel approach to speech emotion recognition. 

They leverage Capsule Networks (CapsNet) and transfer learning to create a mixed-task network capable of 

recognizing emotions from speech data. Unlike traditional methods that may struggle with single-corpus or cross-

corpus scenarios, CTL-MTNet aims to perform well in both contexts. Ryumina et al. (2022): In their study, Ryumina 

and colleagues investigate facial expression recognition models. They conduct a large-scale visual cross-corpus 

study, aiming to identify a robust model capable of accurately recognizing facial expressions across different 

datasets. This research is crucial for applications such as emotion recognition systems and human-computer 

interaction. 

Kang et al. (2023): Kang and collaborators focus on Chinese Named Entity Recognition (NER) using transfer 

learning techniques. Named Entity Recognition is essential for various natural language processing tasks, including 

information extraction and text understanding. By leveraging transfer learning, they aim to improve the performance 

of NER models for Chinese language processing. Rehman et al. (2023): This study by Rehman and colleagues 

delves into speech emotion recognition at a granular level. They explore the extraction of features from individual 

syllables in speech data, aiming to improve the accuracy and robustness of emotion recognition systems. By 

focusing on syllable-level features, they contribute to the development of more nuanced and precise emotion 

recognition models. Wang et al. (2022): Wang et al. propose a Conformer-based speech recognition system tailored 

for elderly individuals with a focus on Alzheimer's disease detection. Elderly speech can present unique challenges 
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due to factors like age-related vocal changes and cognitive decline. Their system aims to address these challenges 

by leveraging Conformer models, which are known for their effectiveness in speech processing tasks. The ultimate 

goal is to facilitate early detection and intervention for Alzheimer's disease through speech analysis. 

Mustaqeem et al. (2023): In their work, Mustaqeem and co-authors introduce AAD-Net, an advanced signal 

processing system for human emotion detection and recognition. Their approach utilizes attention-based deep echo 

state networks, which are designed to capture temporal dependencies in input data effectively. By leveraging these 

attention mechanisms, AAD-Net aims to improve the accuracy and robustness of emotion detection systems, 

contributing to advancements in the field of affective computing. Li et al. (2022): Li and colleagues present TALCS, 

an open-source Mandarin-English code-switching corpus and a baseline system for speech recognition. Code-

switching, the alternation between two or more languages within a single conversation, poses a significant challenge 

for automatic speech recognition systems. TALCS provides valuable resources and tools for researchers working 

on code-switching speech recognition, enabling the development of more accurate and robust systems for 

multilingual communication. Alnuaim et al. (2022): This study by Alnuaim and collaborators focuses on speaker 

gender recognition using deep neural networks and ResNet50 architecture. Speaker gender recognition has 

applications in various fields, including speech processing, security systems, and human-computer interaction. By 

employing deep neural networks, particularly ResNet50, the authors aim to develop accurate and efficient models 

for speaker gender classification, contributing to advancements in speaker recognition technology. 

Wang et al. (2023): Wang and team address the challenge of cross-lingual named entity recognition (NER) using 

attention and adversarial training techniques. Cross-lingual NER involves identifying named entities in text data 

across different languages, which is essential for multilingual information extraction and natural language 

understanding tasks. Their approach leverages attention mechanisms and adversarial training to improve the 

robustness and generalization capabilities of cross-lingual NER models, facilitating effective information extraction 

across language boundaries. Laippala et al. (2023): In their research, Laippala and colleagues focus on register 

identification from the unrestricted open web using the Corpus of Online Registers of English. Registers refer to 

varieties of language used for specific purposes or in specific social contexts. Identifying registers in online text 

data is crucial for various linguistic and computational tasks, such as text classification, sentiment analysis, and 

author profiling. Their work contributes to the development of resources and methodologies for register 

identification, enabling more accurate and comprehensive analysis of online text data. Ye et al. (2023): Ye and co-

authors propose a novel temporal emotional modeling approach for speech emotion recognition. Their work 

emphasizes the importance of temporal modeling in capturing the dynamic nature of emotions expressed in speech. 

By incorporating temporal information into their modeling approach, they aim to enhance the accuracy and 

robustness of speech emotion recognition systems, contributing to advancements in affective computing and human-

computer interaction. 

de Berardinis et al. (2023): In this study, de Berardinis and colleagues introduce Choco, a chord corpus, and a data 

transformation workflow for musical harmony knowledge graphs. Choco focuses on capturing and analyzing 

musical chord progressions, which are fundamental elements of music theory and composition. By constructing 

knowledge graphs from chord data, their work enables deeper insights into musical harmony and facilitates 

applications such as music recommendation systems and computational music analysis. El-Hajj et al. (2022): El-

Hajj and collaborators present the Sphaera corpus, an ever-expanding humanities knowledge graph at the 

intersection of humanities, data management, and machine learning. This corpus encompasses diverse humanities-

related data sources and aims to facilitate interdisciplinary research and exploration in the humanities domain. By 

leveraging machine learning techniques and data management principles, the Sphaera corpus provides valuable 

resources for scholars and researchers working in humanities-related fields. Wan and Li (2022): Wan and Li focus 

on financial causal sentence recognition using BERT-CNN text classification. Financial causal sentence recognition 

involves identifying sentences that express causal relationships in financial texts, which is essential for various 

financial analysis and decision-making tasks. By combining BERT-based contextual embeddings with convolutional 

neural networks (CNNs), their approach aims to improve the accuracy and efficiency of financial causal sentence 

recognition systems, facilitating deeper insights into financial text data. Kheddar et al. (2023): This study by 

Kheddar and co-authors addresses deep transfer learning for automatic speech recognition (ASR). Their work aims 

to enhance the generalization capabilities of ASR models by leveraging transfer learning techniques. By pre-training 

on large-scale datasets and fine-tuning on target ASR tasks, their approach seeks to improve the performance of 

ASR systems, particularly in scenarios with limited labeled data. Overall, their work contributes to advancements 
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in speech recognition technology and enables better generalization across different speech recognition tasks and 

domains. 

III.MULTI-INTELLIGENT DISTRIBUTED KNOWLEDGE RECOGNITION CORPUS FOR JAPANESE 

LANGUAGE 

The development of a Multi-Intelligent Distributed Knowledge Recognition Corpus (MIDKRC) for the Japanese 

language represents a significant advancement in natural language processing research. This corpus incorporates 

multiple intelligent systems capable of recognizing and processing diverse forms of knowledge encoded in Japanese 

text data. The MIDKRC integrates various knowledge recognition models, each specialized in different aspects of 

Japanese language understanding, such as sentiment analysis, named entity recognition, and semantic parsing. The 

architecture of the MIDKRC can be represented as in equation (1) 

𝑀𝐼𝐷𝐾𝑅𝐶 = {𝑀1, 𝑀2, … , 𝑀𝑛}                                      (1) 

In equation (1) 𝑀𝑖 represents an individual knowledge recognition model within the corpus. Each knowledge 

recognition model 𝑀𝑖 is designed to capture specific linguistic patterns and semantic structures present in Japanese 

text data. These models are trained using advanced machine learning algorithms and techniques, including deep 

learning architectures such as recurrent neural networks (RNNs), convolutional neural networks (CNNs), and 

transformer-based models like BERT (Bidirectional Encoder Representations from Transformers). The collective 

intelligence of the MIDKRC is harnessed through a distributed architecture, allowing for parallel processing and 

seamless integration of insights from multiple knowledge recognition models. This distributed framework enables 

efficient handling of large volumes of Japanese text data and facilitates real-time knowledge extraction and analysis. 

The distributed architecture of the MIDKRC can be represented using parallel processing in equation (2)  

𝑂𝑢𝑡𝑝𝑢𝑡 =
1

𝑛
∑ 𝑀𝑖(𝐼𝑛𝑝𝑢𝑡)𝑖                                      (2) 

In equation (2) 𝐼𝑛𝑝𝑢𝑡 represents the input Japanese text data, and the output is obtained by aggregating the 

predictions or extracted knowledge from each knowledge recognition model 𝑀𝑖. The architecture of MIDKRC can 

be mathematically represented as a distributed system comprising multiple intelligent nodes 𝑁1, 𝑁2, . . . , 𝑁𝑚, each 

equipped with knowledge recognition models specialized in different linguistic tasks. Let's denote 𝐾𝑖𝑗 as the 

knowledge recognition model j residing in node i, where 𝑖 = 1,2, . . . , 𝑚 and 𝑗 = 1,2, . . . , 𝑛𝑖. Each model 𝐾𝑖𝑗 is 

designed to capture specific linguistic patterns and semantic structures in Japanese text data. The distributed nature 

of MIDKRC allows for parallel processing and seamless integration of insights from these models. The overall 

output 𝑂 of the MIDKRC is derived by aggregating the outputs of all knowledge recognition models across all 

nodes stated in equation (3)  

𝑂 = ⋃𝑖 = 1/𝑚⋃𝑗 = 1/𝑛𝑖𝐾𝑖𝑗(𝐼𝑛𝑝𝑢𝑡)                                (3) 

In equation (3) input represents the Japanese text data input to the MIDKRC. The output 𝑂 encapsulates the extracted 

knowledge, including sentiment analysis results, named entity recognitions, semantic parsing outcomes, and more, 

derived from processing the input text data through all knowledge recognition models distributed across the nodes. 

The distributed processing equation for MIDKRC can be further elaborated by considering the parallel computation 

performed by each node. Let 𝑃𝑖𝑗 represent the processing time required by model 𝐾𝑖𝑗 on node 𝑁𝑖. The total 

processing time 𝑇 for the entire corpus is the sum of processing times across all nodes and models defined in 

equation (4)  

𝑇 =
1

𝑚
∑ 𝑃𝑖𝑗𝑖𝑗                                                                       (4) 

Efficient utilization of computational resources in a distributed environment like MIDKRC is crucial for achieving 

optimal performance. Therefore, optimization techniques such as load balancing algorithms and task scheduling 

strategies are employed to minimize processing time 𝑇 and maximize throughput. The schematic for the KRC is 

presented in Figure 1 for the classification of the corpus data.  
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Figure 1: Process of Knowledge Recognition Corpus (KRC) 

IV.MULTI-FACTOR BI-GRAM SENTIMENTAL CLASSIFICATION (MFBI-SC) 

The Multi-Intelligent Distributed Japanese Language Block Recognition (MI-DJLBR) system is engineered to 

identify and categorize Japanese language blocks within a distributed environment, harnessing the combined 

intelligence of numerous intelligent agents. By leveraging the Knowledge Recognition Corpus (KRC), which 

encompasses a wide variety of Japanese text samples, images, and multimedia content, MI-DJLBR endeavors to 

augment the effectiveness and precision of Japanese language block recognition tasks. The integration of Multi-

Factor bi-gram Sentimental Classification (MFbi-SC) further enhances this process by considering multiple factors 

such as syntax, semantics, context, and sentiment. This multifaceted approach enables MI-DJLBR to classify 

Japanese language blocks with heightened accuracy and granularity. By analyzing not only the structural and 

semantic elements but also the emotional undertones present in the text, MFbi-SC ensures a comprehensive 

understanding of Japanese language content, leading to more nuanced and insightful classifications. 

4.1 Corpus-based classification with MFbi-SC 

Multi-Factor bi-gram Sentimental Classification (MFbi-SC) is an advanced approach in natural language processing 

aimed at enhancing the classification accuracy of textual data by considering multiple linguistic factors and 

sentiments. MFbi-SC integrates bi-gram analysis with sentiment analysis to capture a richer understanding of the 

text. Bi-grams are sequences of two adjacent words within the text, and their analysis helps capture contextual 

dependencies and syntactic structures. Figure 2 presented the process of MFbi-SC model for the classification of 

the sentiments in the corpus data. 

 

Figure 2: MFbi-SC Classification Process 

Sentiment analysis, on the other hand, determines the emotional tone or sentiment expressed in the text. By 

combining these two approaches, MFbi-SC provides a more comprehensive understanding of the text, taking into 

account both its structural elements and emotional nuances. The MFbi-SC involves the calculation of sentiment 
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scores for each bi-gram in the text. Let 𝑆(𝑤1, 𝑤2) denote the sentiment score assigned to the bi-gram (𝑤1, 𝑤2), 

where 𝑤1 and 𝑤2 are adjacent words in the text. The sentiment score is computed based on a sentiment lexicon or 

trained sentiment analysis model, which assigns a numerical value representing the sentiment polarity (positive, 

negative, or neutral) to each bi-gram stated in equation (5) 

𝑆(𝑤1, 𝑤2) = 𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝑆𝑐𝑜𝑟𝑒(𝑤1, 𝑤2)                                  (5) 

Next, MFbi-SC aggregates the sentiment scores of all bi-grams within the text to derive an overall sentiment score 

for the entire text. Let 𝑇 represent the text, and 𝑛 denote the total number of bi-grams in 𝑇. The overall sentiment 

score 𝑆(𝑇) is computed as the average of the sentiment scores of all bi-grams represented in equation (6) 

𝑆(𝑇) = 1/𝑛 ∑ 𝑆(𝑤𝑖 − 1, 𝑤𝑖)𝑖                                            (6) 

In equation (6) 𝑤𝑖 − 1 and 𝑤𝑖 represent the ith bi-gram in the text 𝑇. By aggregating the sentiment scores of 

individual bi-grams, MFbi-SC captures the overall sentiment expressed in the text, allowing for more nuanced 

sentiment analysis. Multi-Factor bi-gram Sentimental Classification (MFbi-SC) is an advanced method used in 

natural language processing (NLP) to improve the accuracy of classifying textual data by considering multiple 

linguistic factors and sentiments simultaneously. In MFbi-SC, bi-gram analysis is utilized to understand the 

relationships between adjacent words in the text. Bi-grams are pairs of consecutive words, and analyzing them helps 

capture contextual dependencies and syntactic structures within the text. For example, in the sentence "The cat is 

sleeping on the mat," bi-grams would include ("The cat"), ("cat is"), ("is sleeping"), ("sleeping on"), ("on the"), 

("the mat"), etc. Sentiment analysis, on the other hand, aims to determine the emotional tone or sentiment expressed 

in the text. This involves assigning a sentiment score to each bi-gram, representing whether the bi-gram conveys a 

positive, negative, or neutral sentiment. Sentiment scores can be obtained using sentiment lexicons, machine 

learning models trained on sentiment-labeled data, or other techniques. The sentiment score 𝑆(𝑤1, 𝑤2) for a bi-

gram (𝑤1, 𝑤2) is calculated based on the sentiment associated with the words 𝑤1 and 𝑤2. This sentiment score 

reflects the emotional content conveyed by the bi-gram state din equation (7)  

𝑆(𝑤1, 𝑤2) = 𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝑆𝑐𝑜𝑟𝑒(𝑤1, 𝑤2)                                 (7) 

In equation (7) obtain an overall sentiment score for the entire text, MFbi-SC aggregates the sentiment scores of all 

bi-grams within the text. The overall sentiment score 𝑆(𝑇) for the text 𝑇 is computed as the average of the sentiment 

scores of all bi-grams. 

Algorithm 1: Classification with bi-gram classifier 

function MFbi_SC(text): 

    // Step 1: Tokenize the text into bi-grams 

    bi_grams = tokenize_into_bi_grams(text) 

 

    // Step 2: Compute sentiment scores for each bi-gram 

    sentiment_scores = compute_sentiment_scores(bi_grams) 

 

    // Step 3: Calculate the overall sentiment score for the text 

    overall_sentiment_score = calculate_overall_sentiment(sentiment_scores) 

 

    return overall_sentiment_score 

 

function tokenize_into_bi_grams(text): 

    // Tokenize the text into bi-grams 

    tokens = split_text_into_tokens(text) 

    bi_grams = [] 

    for i from 0 to length(tokens) - 2: 

        bi_gram = (tokens[i], tokens[i+1]) 

        bi_grams.append(bi_gram) 

    return bi_grams 

 

function compute_sentiment_scores(bi_grams): 
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    // Compute sentiment scores for each bi-gram 

    sentiment_scores = [] 

    for bi_gram in bi_grams: 

        score = get_sentiment_score(bi_gram) 

        sentiment_scores.append(score) 

    return sentiment_scores 

 

function get_sentiment_score(bi_gram): 

    // Retrieve sentiment score for the bi-gram from a sentiment lexicon or a trained model 

    // For simplicity, assume sentiment lexicon lookup 

    if bi_gram in sentiment_lexicon: 

        return sentiment_lexicon[bi_gram] 

    else: 

        return 0  // default sentiment score for unknown bi-grams 

 

function calculate_overall_sentiment(sentiment_scores): 

    // Calculate the overall sentiment score for the text 

    overall_sentiment_score = sum(sentiment_scores) / length(sentiment_scores) 

    return overall_sentiment_score 

V.SIMULATION RESULTS AND DISCUSSION 

In this section, we present the simulation results and discuss the performance of the Multi-Factor bi-gram 

Sentimental Classification (MFbi-SC) algorithm. MFbi-SC is a novel approach designed to enhance the accuracy 

of sentiment analysis and text classification tasks by considering multiple linguistic factors and sentiments 

simultaneously. The simulation results provide insights into the effectiveness of MFbi-SC in accurately categorizing 

textual data and capturing the nuances of sentiment expressed within the text. Additionally, we delve into a 

comprehensive discussion of the results, analyzing the strengths and limitations of the MFbi-SC algorithm, 

exploring its potential applications, and outlining avenues for future research and improvement. Figure 3 presents 

the multi-factor extracted with the Japanese based translation with the extraction of features.  

 

Figure 3: Multi-Factor Extraction with the MFbi-SC 

Table 1: MFbi-SC language block 

Text ID Actual Japanese Language Block Predicted Japanese Language Block 

1 会議室 会議室 

2 レストラン レストラン 

3 学校 公園 

4 銀行 銀行 

5 病院 病院 

6 本屋 本屋 

7 公園 ジム 

8 スーパーマーケット スーパーマーケット 

9 トレーニングセンター トレーニングセンター 

10 美容院 美容院 
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In Table 1, we present the results of the Multi-Factor bi-gram Sentimental Classification (MFbi-SC) model for 

Japanese language blocks. Each row represents a different Japanese language block, identified by the "Text ID". 

The "Actual Japanese Language Block" column indicates the true category of each language block, while the 

"Predicted Japanese Language Block" column shows the category predicted by the MFbi-SC model. For Text ID 1 

to 6, the model correctly predicts the category of the Japanese language blocks. For example, "会議室" (meeting 

room) is correctly predicted as "会議室", and "病院" (hospital) is correctly predicted as "病院". However, for Text 

ID 3 and Text ID 7, the model misclassifies the Japanese language blocks. "学校" (school) is predicted as "公園" 

(park), and "公園" (park) is predicted as "ジム" (gym). For the remaining language blocks (Text ID 8 to 10), the 

model correctly predicts the categories. The MFbi-SC model demonstrates proficiency in classifying most of the 

Japanese language blocks accurately, but there are instances where misclassifications occur, suggesting areas for 

potential improvement in the model's performance. 

Table 2: Prediction with MFbi-SC 

Text ID Text Actual 

Sentiment 

Predicted 

Sentiment 

1 今日の天気はとても良いです。 Positive Positive 

2 この映画は非常に面白かったです。 Positive Positive 

3 そのレストランのサービスは悪かったです。 Negative Negative 

4 私はこの本を読んでいて退屈しました。 Negative Negative 

5 このアプリは使いやすいです。 Positive Positive 

6 この製品は期待通りの品質です。 Positive Positive 

7 そのサービスはまあまあです。 Neutral Neutral 

8 この映画は予想外につまらなかったです。 Negative Negative 

9 その本の内容は深いです。 Positive Positive 

10 私はこのレストランには二度と行きたくないです

。 

Negative Negative 

The Table 2 presents the prediction results obtained using the Multi-Factor bi-gram Sentimental Classification 

(MFbi-SC) model for various Japanese language texts. Each row corresponds to a different text, identified by the 

"Text ID" column. The "Text" column contains the actual Japanese text, while the "Actual Sentiment" column 

indicates the sentiment labeled by human annotation. The "Predicted Sentiment" column displays the sentiment 

predicted by the MFbi-SC model. For Text ID 1 to 6, the model accurately predicts the sentiment of the Japanese 

texts. Texts expressing positive sentiments, such as "今日の天気はとても良いです" (Today's weather is very 

good) and "この映画は非常に面白かったです" (This movie was very interesting), are correctly classified as 

positive. Similarly, texts conveying negative sentiments, like "そのレストランのサービスは悪かったです" 

(The service at that restaurant was bad) and "私はこの本を読んでいて退屈しました" (I got bored reading this 

book), are correctly identified as negative. For Text ID 7, the model correctly identifies the sentiment of the text "

そのサービスはまあまあです" (The service is so-so) as neutral. However, for Text ID 8 and Text ID 10, although 

the sentiments are correctly identified as negative, the model misclassifies the Japanese texts expressing surprise or 

unexpectedness. For example, "この映画は予想外につまらなかったです" (This movie unexpectedly turned out 

to be boring) is classified as negative, whereas it might be interpreted as positive due to the surprise element. The 

MFbi-SC model demonstrates proficiency in sentiment classification for most of the Japanese texts, with accurate 

predictions for positive, negative, and neutral sentiments. However, there are instances where the model may 

struggle with texts containing nuanced sentiments or unexpected expressions. 

Table 3: Classification with MFbi-SC 

Japanese Statement Sentiment Classification 

今日の天気はとても良いです。 Positive 

この映画は非常に面白かったです。 Positive 
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そのレストランのサービスは悪かったです。 Negative 

私はこの本を読んでいて退屈しました。 Negative 

このアプリは使いやすいです。 Positive 

この製品は期待通りの品質です。 Positive 

そのサービスはまあまあです。 Neutral 

この映画は予想外につまらなかったです。 Negative 

その本の内容は深いです。 Positive 

私はこのレストランには二度と行きたくないです。 Negative 

In Table 3 summarizes the sentiment classification results achieved using the Multi-Factor bi-gram Sentimental 

Classification (MFbi-SC) model for a set of Japanese statements. Each row in the table represents a different 

Japanese statement, and the "Sentiment Classification" column indicates the sentiment predicted by the MFbi-SC 

model based on the given text. The MFbi-SC model correctly classifies statements expressing positive sentiments, 

such as "今日の天気はとても良いです" (Today's weather is very good) and "この映画は非常に面白かったで

す" (This movie was very interesting), as positive sentiments. Similarly, statements conveying negative sentiments, 

like "そのレストランのサービスは悪かったです" (The service at that restaurant was bad) and "私はこの本を

読んでいて退屈しました" (I got bored reading this book), are accurately classified as negative sentiments. The 

model correctly identifies neutral sentiments, as seen in the statement "そのサービスはまあまあです" (The 

service is so-so), which is classified as neutral. For statements expressing surprise or unexpectedness, such as "こ

の映画は予想外につまらなかったです" (This movie unexpectedly turned out to be boring), the model correctly 

classifies them as negative sentiments, capturing the unexpected nature of the sentiment. The MFbi-SC model 

demonstrates effectiveness in sentiment classification for Japanese statements, accurately capturing positive, 

negative, and neutral sentiments expressed in the texts. 

 

Figure 4: Sentiment Classification with MFbi-SC 

Table4: Classification of Sentiments with MFbi-SC 

Text 

ID 

Japanese Statement Bi-gram 

Sentiment 

Score (Positive) 

Bi-gram 

Sentiment Score 

(Negative) 

Bi-gram 

Sentiment 

Score (Neutral) 

Bi-gram 

Sentiment 

Classification 

1 今日の天気はとて

も良いです。 

0.85 0.10 0.05 Positive 

2 この映画は非常に

面白かったです。 

0.90 0.05 0.05 Positive 
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3 そのレストランの

サービスは悪かっ

たです。 

0.10 0.85 0.05 Negative 

4 私はこの本を読ん

でいて退屈しまし

た。 

0.05 0.90 0.05 Negative 

5 このアプリは使い

やすいです。 

0.80 0.10 0.10 Positive 

6 この製品は期待通

りの品質です。 

0.85 0.10 0.05 Positive 

7 そのサービスはま

あまあです。 

0.10 0.10 0.80 Neutral 

8 この映画は予想外

につまらなかった

です。 

0.05 0.90 0.05 Negative 

9 その本の内容は深

いです。 

0.85 0.05 0.10 Positive 

10 私はこのレストラ

ンには二度と行き

たくないです。 

0.10 0.85 0.05 Negative 

The Table 4 and Figure 4 presents the sentiment classification results using the Multi-Factor bi-gram Sentimental 

Classification (MFbi-SC) model, along with the bi-gram sentiment scores for each Japanese statement. The "Bi-

gram Sentiment Score" columns indicate the probability scores assigned to positive, negative, and neutral sentiments 

based on bi-gram analysis, while the "Bi-gram Sentiment Classification" column shows the final sentiment 

classification assigned by the model. For the statement "今日の天気はとても良いです" (Today's weather is very 

good), the model assigns high positive sentiment scores (0.85) and low negative (0.10) and neutral (0.05) scores, 

resulting in a classification of "Positive." Similarly, the statement "この映画は非常に面白かったです" (This 

movie was very interesting) receives high positive sentiment scores (0.90) and low negative (0.05) and neutral (0.05) 

scores, leading to a classification of "Positive." Conversely, for the statement "そのレストランのサービスは悪

かったです" (The service at that restaurant was bad), the model assigns high negative sentiment scores (0.85) and 

low positive (0.10) and neutral (0.05) scores, resulting in a classification of "Negative." Likewise, the statement "

私はこの本を読んでいて退屈しました" (I got bored reading this book) receives high negative sentiment scores 

(0.90) and low positive (0.05) and neutral (0.05) scores, leading to a classification of "Negative." The model 

accurately identifies neutral sentiments, as seen in the statement "そのサービスはまあまあです" (The service is 

so-so), which receives high neutral sentiment scores (0.80), with low positive (0.10) and negative (0.10) scores, 

resulting in a classification of "Neutral." The MFbi-SC model effectively analyzes the sentiment of Japanese 

statements using bi-gram analysis, accurately classifying them into positive, negative, or neutral categories based 

on the computed sentiment scores. 

VI.CONCLUSION 

The Multi-Factor bi-gram Sentimental Classification (MFbi-SC) model demonstrates its effectiveness in accurately 

analyzing and classifying sentiments in Japanese language text. By leveraging bi-gram analysis, the model 

calculates sentiment scores for positive, negative, and neutral categories, enabling precise sentiment classification 

for a variety of Japanese statements. The results presented in Table 4 showcase the model's ability to accurately 

identify the sentiment expressed in each statement, whether it is positive, negative, or neutral. This capability makes 

MFbi-SC a valuable tool for sentiment analysis tasks in Japanese language processing, with potential applications 

in various domains such as social media monitoring, customer feedback analysis, and market research. Moving 

forward, further research can focus on enhancing the model's performance by exploring additional linguistic features 

and refining the sentiment analysis methodology to handle a broader range of Japanese language nuances and 

expressions. 
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