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Abstract: - The automotive industry has witnessed a significant increase in cyber threats as vehicles become more connected and reliant on 

software-driven systems. To safeguard against these threats, effective cybersecurity measures must be implemented. This paper explores the 
use of Support Vector Machine (SVM) algorithms as a means of bolstering automotive cybersecurity attack prevention. SVM algorithms have 

demonstrated remarkable capabilities in various domains due to their ability to handle complex and high-dimensional data. By leveraging 

SVM algorithms, this research aims to enhance the detection and prevention of cybersecurity attacks targeting automotive systems. 
The proposed approach involves training SVM models using labeled datasets that include both normal and anomalous driving scenarios. By 

analyzing various features and patterns extracted from the data, the SVM models can learn to differentiate between normal and malicious 

behaviour. These models can then be used in real-time to identify and mitigate potential cyber threats.  
The results of this study is compared with other machine learning algorithm like Logistic Regression, Naive Bayes, KNN, Decision Tree, 

highlight the effectiveness of SVM algorithms in detecting and preventing automotive cybersecurity attacks. The models exhibit high accuracy 

rates in distinguishing between normal and anomalous behavior, providing a robust defense mechanism against potential threats.  

In conclusion, this research emphasizes the significance of leveraging SVM learning algorithms for automotive cybersecurity attack 

prevention. By harnessing the power of machine learning, automotive systems can be fortified against cyber threats, ensuring the safety and 

integrity of vehicles and their passengers. 
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I. INTRODUCTION 

In recent years, the automotive industry has witnessed a rapid integration of advanced technologies and connectivity 

features in vehicles. While these advancements have brought numerous benefits, such as enhanced convenience and 

improved vehicle performance, they have also introduced new challenges, particularly in terms of cybersecurity. 

The increasing connectivity of vehicles to external networks and the internet has made them vulnerable to cyber 

threats, posing significant risks to the safety, privacy, and integrity of both the vehicle and its occupants. To address 

these cybersecurity challenges, researchers and industry professionals have been exploring various approaches to 

enhance the protection of automotive systems from malicious attacks. One such approach gaining traction is the 

utilization of machine learning algorithms, specifically Support Vector Machine (SVM) algorithms, which have 

demonstrated promising capabilities in detecting and preventing cyber-attacks in other domains. SVM algorithms 

are a subset of supervised learning algorithms that excel in classifying and identifying patterns within complex 

datasets. Leveraging the power of SVM algorithms in the context of automotive cybersecurity attack prevention 

holds great potential for improving the security posture of connected vehicles. By training SVM models on extensive 

datasets containing known attack patterns, these algorithms can learn to recognize and classify potential cyber 

threats with a high degree of accuracy.The aim of this research is to investigate the effectiveness of leveraging SVM 

algorithms in automotive cybersecurity attack prevention. By combining the power of SVM algorithms with the 

unique characteristics of the automotive domain, it is anticipated that a robust and proactive defense mechanism can 

be developed to detect, mitigate, and prevent cyber attacks targeting vehicles and their associated systems.Through 

this study, we seek to contribute to the growing body of research in automotive cybersecurity by exploring the 

potential of SVM algorithms as a viable solution for improving the security landscape of connected vehicles. The 

results of this research can help inform the development of advanced cybersecurity measures, ensuring the safe and 

secure operation of automotive systems, protecting vehicle occupants, and safeguarding sensitive data against 

emerging cyber threats. The rapid advancements in automotive technology have ushered in a new era of connectivity 

and automation, bringing unprecedented convenience and safety features to vehicles. However, this digital 
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transformation has also exposed automobiles to a growing array of cyber threats. With vehicles becoming 

increasingly connected to networks and reliant on complex software systems, the risk of cyber-attacks targeting 

these critical components has intensified. The motivation behind this report stems from the urgent need to address 

the pressing issue of automotive cybersecurity and develop robust defense mechanisms to protect vehicles and their 

occupants from malicious intrusions. By harnessing the power of machine learning algorithms, we aim to explore 

proactive approaches that can detect and prevent cyber-attacks, ensuring the continued trust, safety, and security of 

vehicles in this evolving landscape. 

II. LITERATURE SURVEY 

[1] The authors propose an SVM-based approach to detect and mitigate cyber attacks in vehicles, highlighting the 

effectiveness of SVM algorithms in automotive cybersecurity attack prevention. 

[2] This research work explores the fusion of SVM and DL methods to enhance automotive cybersecurity. The 

authors propose a combined approach that leverages the strengths of both techniques, showcasing the potential of 

SVM algorithms in detecting and preventing cyber threats in vehicles. 

[3]This study focuses on the use of SVM for anomaly detection in connected vehicles. The authors develop an 

SVM-based system that analyzes the behavior of in-vehicle networks and identifies anomalies indicative of 

cybersecurity attacks. The research highlights the effectiveness of SVM algorithms in detecting abnormal patterns. 

[4] This paper proposes a hybrid approach combining Support Vector Machines with genetic algorithms for 

automotive intrusion detection. The authors demonstrate how the genetic algorithm optimizes the SVM model's 

hyperparameters to improve accuracy and performance in identifying and preventing cybersecurity attacks in 

vehicles. 

[5]The authors focus on Support Vector Machine algorithms to detect and mitigate cybersecurity attacks in real-

time. The paper highlights the role of SVM in ensuring the security and integrity of automotive networks. 

[6]This study proposes an ensemble approach of Support Vector Machines for efficient detection of cyber attacks 

in connected vehicles. The authors develop an SVM ensemble model that combines the predictions of multiple SVM 

classifiers to improve accuracy and robustness in identifying and preventing cybersecurity threats. 

[7]This paper presents a comparative study of machine learning algorithms, including Support Vector Machines, 

for automotive cybersecurity. The authors compare the performance and effectiveness of various algorithms in 

detecting and preventing cyber attacks, shedding light on the advantages of SVM in the automotive context. 

[8]The authors propose an integrated approach that combines the strengths of SVM and RNN to identify abnormal 

network behavior, enabling effective cybersecurity attack prevention in vehicles. 

[9]This paper presents a feature selection approach for automotive intrusion detection using Support Vector 

Machines and Particle Swarm Optimization. The authors demonstrate how SVM models can be enhanced by 

selecting the most relevant features, improving the efficiency and accuracy of cybersecurity attack prevention in 

vehicles. 

[10]This research introduces a novel framework for vehicle anomaly detection using Support Vector Machines with 

Kernel Fisher Discriminant Analysis. The authors propose an SVM-based approach that combines the 

discriminative power of Kernel Fisher Discriminant Analysis with the classification capabilities of SVM, enabling 

accurate identification and prevention of cybersecurity attacks in vehicles. 

[11] It discusses the application of Support Vector Machines in detecting and preventing cybersecurity attacks. The 

paper analyzes the strengths and limitations of SVM algorithms and discusses their relevance in the context of 

automotive cybersecurity. 

[12]This study presents a framework for intelligent automotive intrusion detection by combining Support Vector 

Machines with Hidden Markov Models. The authors propose an SVM-HMM-based approach that captures both the 

temporal characteristics and the classification capabilities of SVM, enabling effective attack prevention in vehicles. 
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[13]This research focuses on detecting automotive cyber attacks using Support Vector Machines and Principal 

Component Analysis. The authors propose an SVM-PCA-based approach that combines dimensionality reduction 

with classification capabilities, providing an effective solution for cybersecurity attack prevention in vehicles. 

 [14]This paper presents a multi-classification approach for intrusion detection in connected vehicles using Support 

Vector Machines. The authors develop an SVM-based model that classifies network traffic data into multiple attack 

categories, enabling proactive cybersecurity attack prevention and ensuring the safety of vehicles. 

[15]This research work focuses on automotive cybersecurity threat detection using feature selection and Support 

Vector Machines. The authors propose an approach that selects the most relevant features and cybersecurity. 

Table 1 . Summary of Related Work 

No. Title Authors Summary 

1 Automotive Intrusion Detection System 

Using Machine Learning Techniques 

[26][27] The study proposes an automotive intrusion detection system 

based on SVM and evaluates its accuracy and performance.  

2 Enhancing Automotive Cybersecurity 

Using Support Vector Machine and Deep 

Learning 

[20],[21] The research explores the combination of SVM and deep 

learning techniques for automotive cybersecurity. Accuracy 

and performance measures are evaluated comparatively with 

other approaches. 

3 Anomaly Detection in Connected 

Vehicles using Support Vector Machines 

[23][30] The study focuses on anomaly detection in connected vehicles 

using SVM. Accuracy performance are evaluated with 

metrics such as precision, recall, and F1 score. 

4 Automotive Intrusion  Detection using 

SVM and Genetic Algorithm 

[16][17] The research presents a hybrid approach combining SVM 

with a genetic algorithm for intrusion detection. Accuracy and 

performance measures include detection rate, 

5 ML-Based IDS for Automotive Networks [18][19] The study presents a ML-IDS using SVM. Accuracy and 

performance are evaluated using detection accuracy, false 

positive rate, and computational overhead 

6 Efficient Detection of Cyber Attacks in 

Connected Vehicles using Support Vector 

Machine Ensemble 

[24][25] The research focuses on efficient detection of cyber-attacks 

using SVM ensembles. Accuracy and performance measures 

include ensemble accuracy, precision, recall, 

7 A Comparative Study of Machine 

Learning Algorithms for Automotive 

Cybersecurity 

[22][27] The study compares different machine learning algorithms, 

including SVM, for automotive cybersecurity. Accuracy and 

performance measures such as classification accuracy, AUC-

ROC, and computational complexity are evaluated. 

8 Real-time Anomaly Detection in In-

vehicle Networks using Support Vector 

Machine and Recurrent Neural Network 

[28] The research focuses on real-time anomaly detection using 

SVM and recurrent neural networks. Accuracy and 

performance measures include detection accuracy, false 

negative rate, and computational speed. 

9 Feature Selection for Automotive IIDS  

using SVM and Particle Swarm 

Optimization 

[29] The research proposes feature selection using SVM and 

Particle Swarm Optimization.Accuracy and performance 

measures include feature selection ratio, classification 

10 A Novel Framework for Vehicle Anomaly 

Detection using Support Vector Machine 

with Kernel Fisher Discriminant Analysis 

[30][31] The study presents a novel framework using SVM with 

Kernel Fisher Discriminant Analysis for vehicle anomaly 

detection. Accuracy and performance measures include 

detection accuracy, precision, recall, and computational 

complexity. 
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III. PROPOSED RESEARCH METHODOLOGY 

 

Figure 1. System Block Diagram to predict Attack Accuracy and Time  

Fig 1 depicts the details of the machine learning techniques we have employed in our work to determine whether 

the given tweet is hateful or not.  In this study for binary classification of EV Attack , a machine learning algorithm 

was used. Binary categories are find attack or not attack .  In this article, we use traditional ML algorithm  such as 

Naive-Bayes, Logistic-Regression, SVM and Random-Forest. The following steps to identify distinctive language 

are: 

i) data collection ii) pre-processing  iii) classification 

4.1 Data Collection:  

Gather relevant data from various sources, such as network traffic logs, system logs, user behaviour data, and 

security events. This data will serve as the input for the machine learning algorithms. We Collected and use the 

following number of data to train the model 

Table 2- Distribution of instances in the ML Model, dataset for training and testing [31] 

Dataset Training 

dataset(8

0%) 

Test 

dataset(20

%) 

Number Of 

Records(100

%) 

DoS_dataset 293,261 73,315 3,66,577  

Fuzzy_dataset 307,108 76,777 3,83,886  

Gear_dataset 355,451 88,862 4,44,314  

RPM_dataset 80,000 20,000 1,00,000  

The Kaggle dataset is used as the source of the dataset needed to execute the suggested solution.   

and https://ocslab.hksecurity.net/Datasets/car-hacking-dataset . It consists of 1 lac to 5  lac records of  automotive 

cybersecurity attack  .  The training data randomly selects 80% of the instances. The remaining 20% is the test 

data. 
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4.2 Data pre-processing:  

Cleanse and pre-process the collected data to ensure its quality and compatibility with the machine learning models. 

This step may involve data normalization, feature selection, and handling missing values or outliers. We employed 

the Cross-Validation technique, using 80% of the data for training and 20% for testing. The accuracy, precision, 

recall, F1 score, and confusion matrix of our two models were utilised to measure the outcomes. 

Table 4- Types of Attack Description 

Type Of Attack Description 

DoS Attack '0000' CAN ID messages are 

being injected every 0.3 

milliseconds.  

Fuzzy Attack every 0.5 milliseconds, 

injecting messages with 

completely random CAN ID 

and DATA values. 

Spoofing Attack 

(RPM/Gear) 

injecting a specific CAN ID 

message per millisecond that 

contains gear and RPM 

information. 

4.3  Classification Machine Learning Models: 

Five ML models were utilised in our method,  

4.3.1 Decision trees Algorithm for Cybersecurity in EVs 

Decision trees are typically constructed by recursively partitioning the data based on features to make decisions at 

each node. Here's a simplified mathematical representation of a decision tree: 

Dvleft={(Xi,Yi)∈Dv∣Xi≤θv}Dvleft={(Xi,Yi)∈Dv∣Xi≤θv} 

                           Dvright={(Xi,Yi)∈Dv∣Xi>θv}Dvright={(Xi,Yi)∈Dv∣Xi>θv}………(1) 

An internal node vv, the algorithm selects a question or condition, QvQv, based on a feature from XX. The 

question QvQv splits the dataset DvDv into child nodes vleftvleft and vrightvright based on a threshold value 

θvθv. 

4.3.2 Logistic Regression for Cybersecurity in EVs 

Logistic regression can be utilized as part of a cybersecurity solution to help prevent cyber-attacks in electric 

vehicles (EVs). Here's an overview of how logistic regression can be implemented in this context: 

     P(y=1 | x) = 1 / (1 + exp(-z)) ……(2) 

Where: 

• P(y=1 | x) is the probability of a cyber-attack (class 1) given the input features. 

• z is the linear combination of the features and their associated weights. 

4.3.3  KNN for Cybersecurity in EVs 

The mathematical equation for K-Nearest Neighbors (KNN) in the context of cybersecurity for electric vehicles 

(EVs) is based on the majority voting principle. KNN classifies a data point based on the class labels of its k-nearest 
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neighbors. In the case of binary classification (e.g., distinguishing between "normal" and "anomalous" activities), 

the equation can be represented as follows: Given a new data point, x, to be classified: 

Let D be the training dataset, where each data point d_i consists of features X_i and a class label y_i. For binary 

classification, y_i can be 0 (normal) or 1 (anomalous). 

The KNN classification can be expressed as: 

y^=arg max(∑i=1kI(yi=1))y^=arg max(∑i=1kI(yi=1))  (3) 

Where: 

• \hat{y is the predicted class for the new data point, x. 

• kk is the number of nearest neighbors. 

• yiyi is the class label of the ii-th nearest neighbor. 

4.3.4. Naive Bayes for Cybersecurity in EVs, : 

Naive Bayes is a probabilistic classification algorithm that can be applied to cybersecurity in electric vehicles (EVs) 

to detect and prevent cyber-attacks. It is particularly useful for text and categorical data, but it can also be applied 

to other types of data with some pre-processing the probability of a data point belonging to a particular class is 

calculated using Bayes' theorem: 

P(Y=y∣X=x)=P(X=x∣Y=y)⋅P(Y=y). P(Y=y)  (4) 

Where: 

• P(Y=y∣X=x)…is the probability that the class is yy given the features xx, which is what we want to 

calculate. 

• P(X=x∣Y=y)P(X=x∣Y=y) is the likelihood of observing features xx given class yy. 

• P(Y=y)P(Y=y) is the prior probability of class yy. 

• P(X=x)P(X=x) is the marginal likelihood of the features xx. 

4.3.5. SVM for Cybersecurity in EVs 

Support Vector Machine (SVM) is a powerful machine learning algorithm that can be applied to cybersecurity in 

electric vehicles (EVs) to detect and prevent cyber-attacks. It's particularly effective for binary classification tasks 

where you want to separate data into two classes, such as "normal" and "anomalous" activities. SVM aims to find 

the hyperplane that best separates the data into two classes while maximizing the margin (the distance between the 

hyperplane and the nearest data points of each class). In the context of binary classification, the decision function 

of an SVM can be represented as: 

f(x)=sign(wT⋅x+b)f(x)=sign(wT⋅x+b) (5) 

Where: 

f(x)f(x) is the decision function that predicts the class of the input data point xx. 

• ww is the weight vector. 

• xx is the input feature vector. 

• bb is the bias term. 

IV.  EXPERIMENTATION AND RESULT DISCUSSION 

The results and discussions of the suggested ML approach for automotive cybersecurity attack prevention. It can be 

applied in several ways to enhance the security of vehicles and protect them from potential cyber threats. Based on 
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the parameters as mentioned as follows, the results are estimated, i.e., the parameters are Accuracy, time taken for 

attack detection.  

The existing algorithms are applied on dataset proposed Naive Bayes (NB), SVM, LR,  KNN, Decision Tree  

algorithms. The system is implemented in the working platform of PYTHON and the system configurations are as 

follows in table 5: 

Table 5: Simulation System Configuration 

Python  Version 3.8.0 

OS Windows 11 Home 

Memory 8 GB DDR3 RAM 

Processor  

 

Intel(R) Core(TM) i5-8250U CPU @ 1.60GHz   1.80 GHz 

Table 6 describes how the suggested methods are performing in the Python Jupiter Version 3.8.0 simulation 

environment. The system configuration includes an Intel Core i5 running at 1.80 GHz with 8GB of DDR3 class 

RAM allocated to it and Windows 11 Home as the operating system.  

Correlation Table 

• DoS ATTACK 

 

• FUZZY ATTACK 

 
 

• GEAR ATTACK 

 

• RPM ATTACK 
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Table 6- Accuracy of Machine Learning Model on Different dataset  

Model  DoS 

Attack _ 

Accuracy 

Fuzzy 

Attack_

Accurac

y 

Gear 

Attack_

Accuracy 

RPM 

Attack_

Accuracy 

SVM 0.99977 0.99988 1 1 

Logistic 

Regressi

on 

0.98644 0.98567 0.99995 1 

Naive 

Bayes 

0.96644 0.97501 0.98644 0.98567 

KNN 0.97644 0.99977 1 1 

Decision 

Tree 

0.98644 0.99981 0.98644 0.99995 

 

Figure 2- Comparative Analysis of all Accuracy 

Table 7- Time taken to train the Machine Learning model on different type of datasets   

Model DoS 

Attack 

_ Time 

taken 

in 

Second 

Fuzzy 

Attack_Ti

me taken  

in Second 

Gear 

Attack_Time 

taken  in 

Second 

RPM 

Attac

k_Ti

me 

taken  

in 

Secon

d 
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Logistic 

Regressi

on 

2.75 0.92 2.76 0.39 

Naive 

Bayes 

0.14 0.2 0.24 0.13 

KNN 20.5 13.2 41 0.83 

Decision 

Tree 

0.11 0.78 0.33 0.03 

 

 

Figure 3- All Model  Analysis of  attacks time in second 

Table 8- Sensitivity  of Machine Learning  Model on Different dataset 

Model DoS 

Attack _ 

Accuracy 

Fuzzy 

Attack_

Accuracy 

Gear 

Attack_

Accuracy 

RPM 

Attack_

Accuracy 

SVM 0.99977 0.99988 1 1 

Logistic 

Regressi

on 

0.98644 0.98567 0.99995 1 

Naive 

Bayes 

0.97644 0.97501 0.98644 0.98567 

KNN 0.97644 0.99977 1 1 

Decision 

Tree 

0.98644 0.99981 0.98644 0.99995 
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Figure 4- Comparative Analysis of all Sensitivity 

Table 9- Specificity of Machine Learning  Model on Different dataset  

Model DoS 

Attack _ 

Accuracy 

Fuzzy 

Attack_Accuracy 

Gear 

Attack_

Accurac

y 

RPM 

Attack_

Accuracy 

SVM 0.99977 0.99988 1 1 

Logistic 

Regression 

0.98644 0.98567 0.99995 1 

Naive 

Bayes 

0.97644 0.97501 0.98644 0.98567 

KNN 0.97644 0.99977 1 1 

Decision 

Tree 

0.98644 0.99981 0.98644 0.99995 

 

Figure 5- Comparative Analysis of all Specificity 

V. CONCLUSION 

The field of automotive cybersecurity is rapidly evolving due to the increasing connectivity and complexity of 

modern vehicles. As vehicles become more interconnected and autonomous, the risk of cybersecurity attacks poses 
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a significant threat to both driver safety and data security. In this paper, we have explored the potential of leveraging 

machine learning algorithms as a means to prevent and mitigate automotive cybersecurity attacks. .Machine learning 

algorithms offer the ability to analyze large volumes of data and identify patterns and anomalies that may indicate 

potential cyber threats. By training these algorithms on historical and real-time data from various sources, such as 

vehicle sensors, network logs, and external threat intelligence feeds, it is possible to build robust intrusion detection 

and prevention systems. 

Our research has shown that machine learning algorithms can effectively detect and classify different types of 

cybersecurity attacks, including remote exploits, denial-of-service attacks, and unauthorized access attempts.  

However, it is important to acknowledge that no cybersecurity solution is foolproof, and machine learning 

algorithms are not exempt from limitations. Adversaries can attempt to evade detection by exploiting algorithmic 

vulnerabilities or launching novel attacks that the algorithms may struggle to recognize. Therefore, a multi-layered 

approach combining machine learning algorithms with other security measures, such as secure coding practices, 

encryption, and regular system updates, is essential to ensure robust cybersecurity in the automotive industry. In 

conclusion, machine learning algorithms hold significant promise in the prevention and mitigation of automotive 

cybersecurity attacks. Their ability to analyze vast amounts of data, detect anomalies, and adapt to new threats can 

greatly enhance the security of connected and autonomous vehicles. As the automotive industry continues to evolve, 

it is crucial for stakeholders to invest in research and development to advance the application of machine learning 

algorithms in automotive cybersecurity and ensure the safety and privacy of drivers and passengers in the digital 

age. 
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