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Abstract: - In today's world, pollution is worsening, and bad habits like not eating regularly, eating lots of junk food, and not exercising 

enough are becoming more common. This can cause health problems, and the global need for the detection of heart diseases is increasing. 

The American Heart Association, in 2023, has given an update that heart disease is the leading cause of death. Implementing machine learning 

models has given significant results, but due to the limitations of requirement balanced data, repeat training model complexity has led to 

unreliable results in some cases. Hence, the proposed model overcomes the limitations by comparing machine learning models for 

cardiovascular diseases. Performance of proposed work is evaluated with the base models KNN and DT with and without smooth. Thus, the 

comparison included increased accuracy in DT, but the proposed model GBM as a meta learner has led the performance metric with 92% 

accuracy, with recall of 0.89% and F1 score of 0.86%. Thus, the proposed approach has achieved the highest accuracy in cardiovascular 

diseases using meta-subjects. Future developments for the research will focus on applying the model to a larger dataset and analysing cases 

according to complex machine learning models. 

Keywords: Machine learning, disease predictions, k nearest neighbour, decision tree, meta learner, meta features. 

I. INTRODUCTION 

Globally, cardiovascular diseases are the foremost cause of mortality, per the WHO. Identification of cardiovascular 

disease (CVD) can be challenging due to the presence of numerous contributing factors, including but not limited 

to hypertension, hyperlipidaemia, diabetes, and irregular heart rate. Occasionally, symptoms of CVD may differ 

between males and females. For instance, chest pain is more prevalent in male patients, whereas female patients 

may also experience vertigo, excessive fatigue, and shortness of breath in addition to chest distress. Researchers 

have been investigating an extensive array of methodologies to forecast cardiovascular ailments. However, early 

disease prognosis remains inefficient for a variety of reasons, which include but are not limited to execution time, 

intricacy, and approach accuracy. Because of this, accurate diagnosis and treatment have the potential to preserve 

numerous lives. Many factors, including blood pressure, cholesterol levels, creatine, and others, influence cardiac 

health, complicating the diagnostic process. The authors in the research for heart disease prediction have identified 

controllable risk factors for heart disease, including tobacco use, alcohol consumption, diabetes, elevated cholesterol 

levels, and insufficient physical activity. Electronic health records, or EHRs, are becoming valuable tools for clinical 

research. There is a possibility that the physical examination may contain some inaccuracies, which, if they lead to 

cardiac disease, could ultimately be fatal. The utilization of expert machine learning-based systems in diagnosing 

heart diseases leads to a reduction in the mortality ratio. The regular methods for predicting heart diseases include 

traditional machine learning algorithms using CSV data. However, the problem of model implementing the model 

on the imbalanced data persisted again and again. A highly efficient algorithm proposed in our research has been 

developed to accurately forecast the occurrence of heart attacks using a specific dataset. A significant drawback of 

the current research was the requirement for extensive and expensive feature engineering in the classification 

process. In addition, the unbalanced nature of the data set can negatively impact the overall effectiveness of the 

classification algorithm, affecting its accuracy and reliability. The proposed algorithm focuses on reducing the 

expenses related to feature engineering. This approach relies on end-to-end learning, where pre-processed data is 

directly used for classification without feature engineering. In addition, we delve into the imbalanced nature of the 

provided dataset and contribute to a practical method to enhance the dependability of the classification outcomes.   
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Thus, the research to assist healthcare practitioners by creating machine learning algorithms for predicting the 

survival of heart disease patients, which give accurate results, also solve the problem of the imbalance data. We 

have also tried to repeatedly reduce the time spent training the data for the new algorithms. Instead, we have 

implemented the meta feature, which is used as input to the meta learner model. The research includes implementing 

the KNN with smote, KNN without smote, DT with smote, and DT without smote, which gives the final meta 

learners to the system. The data are divided into three sets: train, validate and test. Further, we have two output 

outputs: I am from test data along with machine learning algorithm: KNN with smote, KNN without smote, DT 

with smote, DT without smote, and output II is output from again test data with the meta learner model. The 

Synthetic Minority Oversampling Technique (SMOTE) solves the class imbalance issue. The key contribution of 

the research is as follows: 

• End-to-End Learning Approach: The research proposes a novel approach that passes the traditional 

implementation of machine learning to learn and then test the data; it uses the combination of machine 

learning to analyse the data for accurate prediction by directly using the process data, this approach is 

known as end-to-end learning.  

• Meta Feature implementation with meta learner models: Using the meta-learning approach in combination 

with the machine-learning approach reduces the computational cost and time required to retrain the model 

with the proposed algorithm.  

• The proposed approach also uses the Synthetic Minority Oversampling Technique (SMOTE) with a 

combination of machine learning algorithms (KNN and DT). This overcomes the problem of using only 

one algorithm that can give reliable results on unbalanced data. 

The paper explains the machine learning algorithms for heart diseases predictions using meta learner’s model, the 

article in section II describes the in-depth literature review, for analysis of traditional machine learning for diseases 

prediction along with its limitations. Section III of the paper explains the proposed model with the implementation 

of the meta features and meta learners. Section IV describes the result analysis with the case comparison of all the 

models. Section V explains the conclusion with the results achieved for the implemented model. 

II. LITERATURE REVIEW 

The literature review explains the in-depth survey about machine learning and implementing the meta-learner's 

model. Numerous research studies have examined using SMOTE in conjunction with conventional machine learning 

approaches to predict heart disease. After using SMOTE, Bouqentar et al. assessed the accuracy of the logistic 

regression (LR) method and naive Bayes (NB) classifier on the Cleveland and Hungarian datasets, obtaining 92% 

and 90% of the results, respectively [1]. Yang and Guan presented a framework for predicting cardiac disease using 

the smote-xgboost algorithm. Research explains eight classification models, including naive Bayes (NB). When 

forecasting the prognosis of cardiac patients, its Decision Table/Naive Bayes hybrids classifier (DTNB) had the best 

accuracy, coming in at 87.08% [2]. The optimal predictors of bad outcomes were identified, patients at risk of 

adverse effects were precisely stratified, and the ability to differentiate the efficacy of adverse results in heart failure 

patients was successfully enhanced by the combination of SMOTE+ENN and cutting-edge machine learning 

techniques [3]. 

To address the imbalanced data, the suggested study employs a synthetic minority oversampling technique 

(SMOTE) [4]. The suggested method eliminates the need for feature engineering to classify the provided dataset.  

The results of the UCI machine learning cardiovascular database are evaluated and reviewed using machine learning 

methods. The proposed method achieved the best accuracy, and the classification using random forest scored 

96.72% and the gradient scored 95.08%[5]. Conventional methods need to be modified for analysis and prediction. 

Deep learning methods require large datasets, which are not available in clinical or scientific research [6]. The 

expected results show improved class accuracy. When analysing the data for sensitive records, the mock data set 

created plays an important role in improving class mathematics. This study[7] demonstrated the feasibility of using 

machine learning techniques to accurately predict cardiovascular disease. Appropriate model selection including 

random forest, logistic regression, decision tree, and KNN algorithm provided robust and reliable prediction The 

aim of the study was to develop ML models for prediction of cardiovascular disease a relevant factors will be used 

The study explains that this study's UCI cardiac prediction benchmark dataset includes 14 cardiac-specific datasets. 

Research also sought to reveal relationships between database attributes using traditional machine learning. 
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Cardiovascular disease prognosis is an important endeavour that requires the development and exploration of a 

prognostic method to prevent cardiovascular disease and inform patients before the condition occurs [9]. The aim 

of this study is to determine a method that provides excellent accuracy in cardiovascular disease [10]. The aim of 

this study is the early diagnosis of cardiovascular disease. To predict cardiovascular disease, we trained the model 

using various methods on the training data set, including logistic regression, k nearest neighbors (kNN), decision 

trees, and random forest model and then, testing the data set checked its accuracy. The random forest method fits 

the data well, with an accuracy of 88.16%. The study explains that the accuracy of traditional machine learning 

techniques can be very effective in detecting cardiovascular diseases. Thus, meta-studies are an alternative approach 

defined by the research study; meta-studies have demonstrated the ability to predict cardiovascular risk and increase 

classification accuracy [11]. Machine learning techniques such as ensemble learning and meta-classifiers have been 

used to increase the accuracy of cardiovascular disease prediction [12]. 

Furthermore, a meta-learning framework was created to learn stacked Restricted Boltzmann Machine (RBM) 

models for the classification of heart disease, resulting in state-of-the-art accuracy [13]. These results indicate that 

meta-learning techniques might help predict and categorize cardiac disorders. From the survey, we have analyzed 

the limitations as shown in the Table below; the research has achieved results to overcome the limitation requirement 

of hyperparameter tunning, the requirement of large datasets, and the complexity of combining the decision tables.  

Table1: Survey Analysis 

Method Used Training Limitations 

SMOTE with LR and NB Understanding balance in synthetic sample generation; expertise 

in synthesized data assessment. 

SMOTE-XGBoost and DTNB Computational intensity for XGBoost tuning; complexity in 

combining decision tables and NB. 

SMOTE+ENN with Advanced ML 

Techniques 

Expertise in oversampling and noise removal; high 

computational resource needs. 

SMOTE for Imbalanced Data Knowledge in effective SMOTE application; evaluating 

synthetic data's impact. 

Random Forests and Gradient Boost High computational resources for training; essential 

hyperparameter tuning knowledge. 

Deep Learning Techniques Large datasets and significant computational resources needed; 

deep learning expertise. 

III. PROPOSED MODEL 

The research explains the four classes of heart disease prediction. The proposed model for the meta-learning in 

system synthesis is the process used to train a secondary model (also known as the meta-learner) to merge base 

model predictions, as shown in Figure1. The base models in the proposed model implemented are KNN and DT, 

with and without SMOTE added. The dataset is pre-processed to check for missing values and checking for balanced 

and imbalanced data. The base model is implemented on the validated dataset, and the outcome of this process is 

"Meta Features" These meta-features are given as input to the "Meta Learner" model. The implemented meta-learner 

model in this research is GBM (Gradient Boosting Machine). The primary objective of this meta-learner, which 

may be either a Gradient Boosting Machine or a lightweight neural network, is to investigate the optimal approach 

for integrating the predictions generated by the base models. Using this meta-learning degree, the version attains a 

refined and advanced predictive capability, transcending the capabilities of the individual base model. Output I of 

the base models for KNN without smote and with smote, DT with smote and without smote is compared using hard 

voting with Output II of the meta learner model. This approach effectively solves the class imbalance challenges 

and utilizes several prediction models' advantages.  
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Figure 1: Flow Chart of Proposed Model  

It incorporates a meta-learning layer that enhances the overall performance of these models by optimizing their 

collective insights. The presented approach represents a significant advancement in predictive modelling for cardiac 

disorders, offering an excellent opportunity for improved diagnostic precision and enhanced patient treatment. The 

proposed model is explained in Figure 1 and Algorithm I. 

3.1 Dataset: 

The dataset used is the BMC Medical Information Technology and Decision-making, 20, 16 (2020) Dataset from 

Davide Chicco and Giuseppe Jurman; it is applied using machine learning, used to predict survival for individuals 

with heart failure or strokes.  

• Size: It contains 920 rows (entries) and 14 columns (variables), occupying around 100.8 kilobytes of memory. 

• Columns with the data can be described in Table 2 and Table 3 

Non-Null Values: There are 920 non-null values across most columns, and all the features explained are essential 

for predicting heart diseases. 

 

# Algorithm 1: Heart Disease Prediction with Meta-Learning 

Input:- Pre-processed heart ailment dataset. 

Output: Performance metrics of the meta-learner model are at the check set. 

1. Load and preprocess the heart sickness dataset. 

2. Split the dataset into training, validation, and check sets. For each aggregate (KNN with/without SMOTE, 

DT with/without SMOTE): 

    a. If SMOTE is implemented, oversample the minority elegance in the training set using SMOTE. 

    b. Train the model (KNN or DT) at the (possibly SMOTE-oversampled) training set. 

3. Generate Meta-Features at the Validation Set: 

    a. Use each of the educated base models to predict outcomes on the validation set. 

    b. Collect these predictions to shape a new dataset of meta-functions. 

4. Train Meta-Learner: 

    a. Use the meta-feature dataset (from step 4) as input and the real validation set results as output to train 

the meta-learner version. 

5. Generate Meta-Features at the Test Set: 

    a. Use the trained base models to predict results at the check set. 

    b. Collect those predictions to form a meta-feature dataset for the check set. 

6. Final Prediction via Meta-Learner: 

    a. Use the meta-learner model to expect effects at the check set primarily based on the test set meta-

functions generated in step 6. 

7. Evaluate Performance: 

    a. Compare the meta-learner's very last predictions against the actual effects of the take a look at the set. 

    b. Calculate and document performance metrics (e.g., accuracy, F1 rating, ROC AUC). 

End Algorithm 
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Table 2: Details of Dataset 

age sex cp treetops chol FBS 

25 Male Typical angina 130 200 > 120 mg/dL 

30 Female Atypical angina 110 250 <= 120 mg/dL 

35 Male Nonanginal pain 140 300 > 120 mg/dL 

40 Female Atypical angina 120 270 <= 120 mg/dL 

45 Male Typical angina 150 220 > 120 mg/dL 

Table 3: Details of Dataset Conti… 

age restecg thalach exang old peak slope ca thal num 

25 Normal 170 Yes 2 Upsloping 0 Normal 1 

30 
ST-T 

abnormality 
150 No 1 Flat 1 Normal 2 

35 Normal 190 No 3 Downsloping 2 Fixed defect 3 

40 Normal 160 Yes 2 Flat 1 Normal 4 

45 Abnormal 180 Yes 4 Upsloping 0 
Reversible 

defect 
5 

1.2 Exploratory Data Analysis:  

3.2.1 Analysis I:  

The statistics in the Figure 2 reveal that there are more males than women in the sample. Atypical angina, or a 

specific sort of chest pain, seems to be the most prevalent complaint among patients. High blood sugar levels in 

this patient group may be associated with coronary artery disease since fasting blood sugar levels were measured. 

Abnormal ECG readings suggest that some individuals may already have cardiac damage. The exercise stress test 

indicated that several individuals suffered angina during physical activity, which might indicate a problem with the 

coronary artery function. Differences in ST segment slope with exercise may reflect different severity levels of 

heart disease throughout the patient population. 

 

Figure 2: Database Analysis I 

3.2.2  Analysis II: 

The age-cholesterol plot in the Figure 3 suggests that cholesterol levels tend to rise with age, particularly up to 

around 65 years old. The age-blood pressure plot indicates a positive relationship, where blood pressure increases 

as people age. However, the age-depression plot does not show a clear trend, making it less definitive about the 

connection between age and depression.  
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Figure 3: Database Analysis II 

3.2.3 Analysis III: 

We have analyze in the Figure 4 that if cholesterol levels rise from low to medium to high, it may be feasible to 

identify whether there is an increase or decrease in heart rate and blood pressure in each group of individuals (males 

and females). The statistics would offer particular values for beats every minute and blood pressure based on 

cholesterol level.  

 

Figure 4: Database Analysis III 

3.4 Preprocessing:  

3.4.1. Checking for Missing Value:  

The data analysis gives insight into the missing values in the dataset, which is explained in Table 4 The missing 

values are handled in the following steps 

Step 1: Drop columns having a large number of missing values. 

 

Step 2: Restructure the data types 

 

heart_df.drop(labels=['ca', 'thal', 'slope'], axis=1, inplace=True) 

heart_df = heart_df.astype({'sex':'category', 'cp':'category', 'fbs':'bool', 

'restecg':'category', 'exang':'bool'}) 
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Table 4: Missing Values 

Name of Feature Missing Values Percentage 

treetops 59 6.41% 

chol 30 3.26% 

FBS 90 9.78% 

restecg 2 0.22% 

thalach 55 5.98% 

exang 55 5.98% 

old peak 62 6.74% 

slope 309 33.59% 

ca 611 66.41% 

thal 486 52.83% 

3.4.2. Checking for balance data:  

The dataset used in the research is not evenly distributed; the distribution of class on the dataset can be explained in 

Figure 5, 

 

Figure 5: Analysis of Imbalance Dataset of Davide Chicco and Giuseppe Jurman 

• Class 0: Indicate the absence of heart disease in the distribution of the dataset. It covers 45% of the data. 

• Class 1: Indicates heart disease with slight severity; it covers 29% of the data.  

• Class 2: Indicate the moderate form of heart disease; this class covers 12% of the data. 

• Class 3: Indicates advanced phase of coronary artery diseases, which is more severe than moderate; this dataset 

covers 11% of the data. 

• Class 4: Refers to the high severity of the cases; this dataset covers only 35 of the data. 

As per the observation, the dataset is imbalanced; if the model is applied, the chance of false prediction increases; 

hence, it is necessary to balance the dataset. We have applied the SMOTE technique to balance the dataset with each 

implemented model. 

3.5 Model Implemented 

The analysis of multiple classes for predicting heart disease in this research significantly impacts studying heart 

diseases at early stages. The model implemented is as follows:  
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3.5.1 KNN:  

The K-Nearest Neighbours (KNN) method is a standard machine-learning approach for regression and classification 

issues. It is based on the assumption that related data points usually have equivalent labels or values. The 

mathematical modified representation of the  KNN is given in equation 1. This modified representation is an 

alternative to assigning the same weight to all k closest neighbours, providing weights inversely proportionate to 

distance. Closer neighbours have a more substantial effect on the forecast. 

𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑅 =
∑ 𝑤𝑖∗𝑦𝑖

𝑘
𝑖=1

∑ 𝑤𝑖
𝑘
𝑖=1

 ……………………………. (1) 

Where, 𝑤𝑖 =
1

𝑑(𝑥1+𝑥2)2 +∈
 to avoid division by zero 

PredictionR: Output for KNN 

wi : The weight associated with the ith nearest neighbour.  

yi : The output value (e.g., class label or continuous value) of the ith nearest neighbour.  

ith nearest neighbour. 

k: The total number of nearest neighbors considered.  

d(x1+x2): This represents the distance between the data point being predicted  

d is a function that calculates the distance between two points (e.g., Euclidean distance). 

ϵ: A small constant added to the denominator to avoid division by zero.   

3.5.2 DT:   

Decision Trees (DT) are supervised learning algorithms that may be used for classification and regression. They are 

named "decision trees" as the model employs a tree-like structure or model of choices and their potential outcomes. 

For implying the DT for the given dataset, the formula implemented is given in equation 2 for heart prediction.  

𝐻𝑒𝑎𝑟𝑡𝐷𝑖𝑠𝑒𝑎𝑠𝑒𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛(𝑥, 𝑇𝑟𝑒𝑒) {
𝑙𝑒𝑎𝑓𝑛𝑜𝑑𝑒𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛                                                 𝑖𝑓 𝑙𝑒𝑎𝑓 𝑛𝑜𝑑𝑒 𝑟𝑒𝑎𝑐ℎ𝑒𝑑

𝑃𝑟𝑜𝑐𝑒𝑒𝑑 𝑏𝑎𝑠𝑒𝑑 𝑜𝑛                  𝑝𝑎𝑡𝑖𝑒𝑛𝑡 𝑑𝑎𝑡𝑎 𝑎𝑛𝑑 𝑛𝑜𝑑𝑒 𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑎

……………(2) 

Where x is the patient data  

3.5.3 Meta Features 

For the dataset used in this research, we have dealt with four classes to check the severity of the heart diseases; for 

this analysis, we have two major base classes with two sub-base classes such as KNN with smote, KNN without 

smote, DT with smote and DT without smote, we have used the class labels directly as the meta-features. 

Implementation of Class Labels Directly as Meta-Features:  

Each base model is predicted as a class label for all instances in the set of validation datasets, where the class label 

is one of the four probable classes. In this state, we have four predictions (one from all four models), resulting in 4 

meta-features. 

a. Size of Matrix for Meta Feature: for N * 4, here, N indicate the number of instances in the validation set.  

b. For each row: It represents the class predicted from labels from the base four models for the one instance 

3.5.4 GBM as Meta Learner Model  

The GBM, as meta learners have stated, corrects the base model's predictions by effectively combining them into a 

final prediction that targets to be more accurate than other individual base model predictions. The mathematical 

representation for this model is as shown in equation 3.  
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𝑦 = 𝐺𝐵𝑀([𝑀𝑜𝑑𝑒𝑙1(𝑥), 𝑀𝑜𝑑𝑒𝑙2(𝑥) … … . 𝑀𝑜𝑑𝑒𝑙3(𝑥)])……………(3) 

Where y is the prediction from the meta-learner 

Modeli(x) indicate the prediction of the i-th base model for the input features n is the total number of base models 

used  

3.5.5. Hard Voting 

We have two outputs in the research for implementing meta-features with meta-learners and base models (KNN and 

DT). Hence, the research includes the complex voting ensemble to check the models directly and accurately.  

IV. RESULT ANALYSIS: 

4.1 Experiential Analysis 

This research divides the dataset into three sets based on the train, test, and validate ratio. The experiment is done 

by changing the ratio to analyze the per analyzing the proposed model; this experimental observation is shown in 

Table 5. 

Table 5: Experiential Analysis on Davide Chicco and Giuseppe Jurman Dataset 

Case  
Split 

Ratio 
Model 

Accuracy 

(%) 

Precision 

(%) 
Recall (%) 

F1-Score 

(%) 

Case 1 

70% / 

15% / 

15% 

KNN with SMOTE 
0.87 0.86 0.87 0.85 

DT with SMOTE 
0.88 0.89 0.88 0.88 

GBM Meta-Learner 0.92 0.92 0.89 0.86 

Case 2 

80% / 

10% / 

10% 

KNN with SMOTE 0.86 0.84 0.83 0.81 

DT with SMOTE 0.88 0.87 0.85 0.89 

GBM Meta-Learner 0.89 0.88 0.88 0.88 

Case 3 

60% / 

20% / 

20% 

KNN with SMOTE 0.81 0.81 0.81 0.81 

DT with SMOTE 0.77 0.75 0.79 0.77 

GBM Meta-Learner 82 81 83 82 

The above table indicates that case 1 has improved results on the meta-learner GBM model compared to both base 

models, KNN and DT. This can be observed in cases 1, 2, and 3, where the meta-learner model gives better results 

than the base models, with an increase of 1.5% in all the cases. We have the following observation critical points 

from this analysis: 

a. Optimal Split: The unique 70%,15%, and 15% split provides the balanced compromise between training 

and the capability to validate data and check efficiently, as in this case, it is observed that we have achieved 

higher performance metrics across all models. 

b.  Training Data vs. Evaluation Balance: Increasing training by 80%, 10%, and 10% slightly low model 

performance because of decreased assessment capability, at the same time as growing assessment statistics 

by 60%, 20%, and 20% limits training records an excessive amount of, negatively impacting version 

learning model. 

c.  Meta-Learner Robustness: The GBM Meta-Learner usually performs better across distinct splits, 

highlighting its functionality to combine and decorate base model predictions successfully.  
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4.2 Model Implementation Analysis  

The model implemented as the base model is trained on the case1 ratio as explained in the Table 6, i.e. train 70%, 

validate 15% and test 15%. Taking this ratio as the standard ratio for the research, we have analyzed the follow-up 

for the base model and the meta-learner model. For both base models, KNN and DT without smote, the result is 

shown in the Table 7 and Figure 6 on the imbalance dataset. In contrast, the base model KNN and DT with smote 

results are shown in the Table 8 and Figure 7, as the observation DT outperforms as compared to the KNN with 

88% on the unbalanced dataset, similarly with smote also DT performs better with the increase in accuracy of 1% 

as compared to KNN.  

Table 6: Implementation Analysis Davide Chicco and Giuseppe Jurman Dataset 

Case  

Split 

Ratio Model Accuracy (%) Precision (%) Recall (%) 

F1-Score 

(%) 

Case 1 

70% / 

15% / 

15% 

KNN with 

SMOTE 0.87 0.86 0.87 0.85 

DT with 

SMOTE 0.88 0.89 0.88 0.88 

GBM Meta-

Learner 
0.92 0.92 0.89 0.86 

Case 2 

80% / 

10% / 

10% 

KNN with 

SMOTE 
0.86 0.84 0.83 0.81 

DT with 

SMOTE 
0.88 0.87 0.85 0.89 

GBM Meta-

Learner 
0.89 0.88 0.88 0.88 

Case 3 

60% / 

20% / 

20% 

KNN with 

SMOTE 
0.81 0.81 0.81 0.81 

DT with 

SMOTE 
0.77 0.75 0.79 0.77 

GBM Meta-

Learner 
82 81 83 82 

 

Table 7: Base Model Implementation without Smote on Davide Chicco and Giuseppe Jurman Dataset 

 

 

 

Table 8: Base Model Implementation with Smote on Davide Chicco and Giuseppe Jurman Dataset 

Model Accuracy Precision  Recall F1-score 

KNN 0.88 0.85 0.89 0.85 

DT 0.9 0.9 0.9 0.9 

 

 

Model Accuracy Precision Recall F1-score 

KNN 0.87 0.86 0.87 0.85 

DT 0.88 0.89 0.88 0.88 
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Figure 6: Comparison of Performance Metric without on Smote Davide Chicco and Giuseppe Jurman 

Dataset 

 

Figure 7: Comparison of Performance Metric without Smote on Davide Chicco and Giuseppe Jurman 

Dataset 

The GBM is given the process of a feature from the validated dataset; hence, the model is not required to test on or 

without smote. The performance of the meta learner model GBM is explained in the Table 9 and Figure 8; as shown, 

the GBM meta learner performs well with an accuracy of 92%. 

Table 9:  Performance Analysis of GBM Meta Learner on Davide Chicco and Giuseppe Jurman Dataset 

Model Accuracy Precision Recall F1-score 

GBM 0.92 0.92 0.89 0.86 
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Figure 8: GBM Performance Analysis Davide Chicco and Giuseppe Jurman Dataset 

5.3. Ideal Case Analysis 

The research is a deep analysis of the implementation of the basic machine learning model, as the individual model 

cannot give the highest accuracy for heart disease prediction with this dataset. Hence, in the observation, we have 

analyzed the ideal case of the proposed model with the ratio of 70% for the train, 15% validate, and 15% test as per 

the results we have got for case1, for we have got the following observation as shown in the Table 10 and Figure 9 

it indicates that all three models perform well. Still, the GBM outperforms the others, most likely owing to its ability 

to detect complicated patterns in data via learning, which combines several vulnerable novices to produce a robust 

prediction model. This shows that combination methods like GBM could provide a strategic advantage in 

forecasting outcomes more accurately for this dataset. 

Table 10: Model Performance Analysis on Davide Chicco and Giuseppe Jurman Dataset 

Model Accuracy Precision Recall F1-score 

KNN Without Smote 0.87 0.86 0.87 0.85 

DT Without Smote 0.88 0.89 0.88 0.88 

GBM 0.92 0.92 0.89 0.86 

 

Figure 9: Model Performance Analysis on Davide Chicco and Giuseppe Jurman Dataset 

5.4. Error Analysis 

The graph in the Figure 10 illustrates the training process of a GBM model on the validated data, wherein the y-axis 

represents an error metric that the model is reduced over successive iterations (x-axis). The graph indicates that the 

minimum error is 0.2777777777777778 at K = 4. For the GBM with validated data, the Figure 11 error graph on 
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the GBM model on the test data has a minimum error of 0.26666666666666666 at K = 24. Hence, we conclude that 

the GBM meta-learner model performs well on testing data with a reduced error rate 

 

Figure 10: Error Rate K Value of GBM on Validate Data on Davide Chicco and Giuseppe Jurman Dataset 

 

Figure 11: Error Rate K Value of GBM on Test Data Davide Chicco and Giuseppe Jurman Dataset 

V. CONCLUSION 

The research concludes the implementation of the proposed model and describes an in-depth comparison of the 

machine learning model for heart diseases. The performance was evaluated with base models KNN and DT on and 

without smote. Thus, the comparison stated the increase in accuracy with the DT. Still, the model did not perform 

as per the capacity in the other training cases, and the proposed model GBM as meta learner outperformed with an 

accuracy of 92% and precision of 92%, while recall of 0.89% and F1 score of 0.86%. Thus, the research explains 

the need for careful data partitioning to apply the various machine learning approaches with strategically smote and 

smote. Using the proposed work, the module has achieved the highest accuracy in predicting heart diseases using 

meta-learners. The future advancement for the work focuses on implementing the model on a larger dataset and 

analysing the cases according to the complex pattern of the machine learning models with images and series. 
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