Abstract: Building a software system requires a clear understanding of its purpose and its operational characteristics. Functional requirements establish the system’s purpose, while non-functional requirements define its operational performance aspects. It is essential to identify and classify requirements accurately to develop reliable software. In this research paper, we aim to classify functional and non-functional software requirements using different Machine Learning algorithms and techniques. We utilized four popular classification models, including Logistic Regression, Support Vector Machines, Decision Tree, and Random Forest Multi-layer Perceptron Neural Network, to classify the requirements. To enhance the accuracy of the classification, we also applied a technique based on cosine similarity to verify if the custom string provided as input is related to software requirements. The addition of cosine similarity improved the accuracy of classification and reduced the misclassification of non-requirements.
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I. INTRODUCTION

Software requirements classification is a crucial aspect of software engineering, where the requirements are divided into two main categories, i.e., functional, and non-functional [1]. Functional requirements are the core functionality that a software system must provide. These requirements specify what the system should do and how the system should do it. For example, a functional requirement for an online shopping website might be the ability to search for products, add them to a shopping cart, and check out [2][3].

Non-functional requirements, on the other hand, are the qualities and characteristics of the system that are not directly related to the functionality of the system [4][5]. These requirements describe how well the system must perform, how easy it is to use, and how reliable it must be. For example, a non-functional requirement for an online shopping website might be that it must be able to handle at least 1000 concurrent users [6][7].

Classifying the requirements accurately is essential for developing a reliable software system. However, manually classifying the requirements can be time-consuming and error-prone [8][9]. Therefore, researchers have proposed various approaches to automate this process, including machine learning algorithms. In this research paper, we aim to classify functional and non-functional software requirements using different algorithms: Support Vector Machine (SVM), Logistic Regression (LR), Decision Tree (DT), Random Forest (RF), and Multilayer Perceptron (MLP) Neural Networks to test how classification algorithms perform and how it can improve [10][11]. We present an effective methodology for pre-processing the text data and applying machine learning algorithms to classify the requirements [12][13]. We compare the performance of the algorithms and provide insights into the accuracy and limitations of each algorithm [14][15]. Our research contributes to the development of automated
approaches for software requirements classification, which can lead to more efficient and reliable software engineering practices [16][17].

In conclusion, the classification of software requirements as functional and non-functional is a necessary and fundamental step in the software development process [18][19]. It helps to ensure that all the requirements are captured and prioritized, and that the system is built to meet the needs of the stakeholders [20][21]. This classification also helps to guarantee the quality of the system, such as its ease of use and reliability, making it an essential process for all software development projects [22][23][25].

II. LITERATURE SURVEY

Software requirements are essential for developing software products that meet users' needs and expectations. Therefore, software requirements classification is a critical step in the software development process. Several studies have been conducted to automate the software requirements classification process using various machine learning techniques [26][27]. This section presents a review of the existing literature on software requirements classification. One of the earliest works in this field was conducted by [28], who used decision trees and Naive Bayes algorithms to classify software requirements into functional and non-functional requirements [29]. They achieved an accuracy of 86.4% using the Naive Bayes algorithm [30].

In another study, [31] used a Support Vector Machine (SVM) algorithm to classify software requirements. They evaluated the performance of the algorithm with three different feature extraction techniques: Term Frequency-Inverse Document Frequency (TF-IDF), Latent Semantic Analysis (LSA), and Latent Dirichlet Allocation (LDA). Their results showed that the SVM algorithm combined with the TF-IDF feature extraction technique outperformed the other two techniques in terms of accuracy. More recently, [32] proposed a method for software requirements classification based on ensemble learning. They used a combination of Naive Bayes, SVM, and Random Forest algorithms to classify software requirements into functional and non-functional requirements. They achieved an accuracy of 92.55% using the ensemble learning approach [33][34][35].

Beyond traditional machine learning methods, recent research has explored using deep learning for software requirements classification. For instance, [36][37][38] proposed a method based on using Convolutional Neural Networks (CNNs), a type of deep learning, to automatically classify software requirements as functional or non-functional. Their findings suggest that this approach is more effective than traditional machine learning methods for this task, achieving an accuracy of 97.4%. The study [39][40][41] investigates an approach that leverages both Natural Language Processing (NLP) techniques for analyzing text and deep learning algorithms for pattern recognition to classify software requirements [42][43]. It utilizes word embedding, which captures the semantic meaning of words, to represent requirements as numerical data [44][45][46]. This data is then fed into a Convolutional Neural Network (CNN), a powerful deep learning architecture, to automatically categorize requirements as functional or non-functional [46][47]. Their findings demonstrate that this method surpasses the performance of traditional machine learning algorithms in this task, achieving an accuracy of 91.2%. In a recent paper [48][49][50], the classification of nonfunctional requirements was the priority, and the feature extraction technique employed was Bag of Word (BoW)[51][52][53].

In the proposed research work, we implemented our method using scikit-learn [54][55], a well-established Python library for machine learning tasks [56][57]. We collected a dataset of software requirements from a public source and preprocessed the dataset to remove any missing values [58][59]. We then used the CountVectorizer and Tfidf Transformer classes to convert the textual data into numerical data [60][61]. We prepared the models for training by separating the dataset into two groups. The first group, the training set, was used to train the models [62][63]. The second group, the testing set, was used later to assess how well the trained models performed [64][65][66]. We then evaluated the performance of our models on the testing set [67][68].

III. METHODOLOGY

The methodology used in this project is a combination of natural language processing and supervised machine learning [69][70]. The data used during the research is a dataset of labelled software requirements of PROMISE and from requirement documents of PURE repository consisting primarily of two columns: requirement type and requirement text [71][72][73].

The first step in this methodology is data pre-processing and cleaning[74][75]. This includes removing any missing values and converting the text data into a numerical representation. A new column, “Tag”, is created, which is used to track the functional and non-function requirements, i.e. if a requirement is functional, it is given a
tag of 1; otherwise, a tag of 0. Since the machine only understands numerical data, the textual data (requirement text column) of the dataset is vectorized in the next step. This is done using the CountVectorizer and TfidfTransformer methods, which are popular NLP techniques and are provided by the scikit-learn library.

### Figure 1: Dataset after introducing the tag column

<table>
<thead>
<tr>
<th>Type</th>
<th>Requirement</th>
<th>Tag</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>PE</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>LF</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>US</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>A</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>US</td>
<td>0</td>
</tr>
</tbody>
</table>

After cleaning and preparing the dataset, we divided it into training and testing sets using the scikit-learn's train_test_split function. The training data acts as a teaching tool for the machine learning models, while the testing data helps us assess how accurate each model is.

The next step is to apply machine learning algorithms to classify the software requirements as functional or non-functional. The proposed method explored a range of machine-learning techniques to tackle the classification problem, including Support Vector Machines, Logistic Regression, Random Forests, Decision Trees, and culminating in Neural Networks. We implemented machine learning algorithms from the scikit-learn library to tackle this classification task. Notably, neural networks were implemented using TensorFlow. To evaluate their effectiveness, each algorithm was trained on a designated training dataset. Subsequently, their performance was assessed using the 'score' function on a separate testing dataset. This approach allowed us to compare the accuracy. Finally, the results are evaluated and compared to determine which algorithm is the most accurate. The accuracy of each algorithm is calculated using the score function provided by scikit-learn. The algorithm with the highest accuracy is considered the most suitable for classifying software requirements as functional or non-functional (at least for this dataset).

In summary, the methodology used is a combination of natural language processing and supervised machine learning. The data pre-processing involves cleaning and processing the data before splitting it into training and testing sets. Subsequently, various machine learning algorithms are employed to classify the software requirements, and the accuracy of each algorithm is evaluated on the testing data. Our evaluation focuses on identifying the most accurate algorithm for categorizing software requirements to improve clarity by distinguishing between functionalities and overall qualities. The algorithm that demonstrates the highest performance in correctly distinguishing between these requirement types will be chosen for this task. The methodology followed in this research is simple and easy to replicate for other similar tasks and datasets, providing an efficient way to classify software requirements.

### Figure 2: Supervised learning framework

Algorithms used are as follows:

#### 3.1. Logistic Regression
Among statistical algorithms, Logistic Regression stands out for its effectiveness in binary classification. This means the algorithm is designed to predict outcomes that can be strictly categorized into two distinct classes.

In our case, the output variable is either 0 (non-functional requirement) or 1 (functional requirement). LR is a powerful technique for estimating the likelihood of an event happening. It doesn't simply predict a yes or no outcome, but rather calculates the probability of that outcome falling within one of two categories, i.e., the probability that a requirement is functional or non-functional.

The mathematical formula for logistic regression is as follows:

$$\text{logit}(\pi(x)) = \log \frac{\pi(x)}{1 - \pi(x)} = \beta_0 + \beta_1 x_1 + \cdots + \beta_p x_p \quad (1)$$

Here, \(\text{logit}(\pi(x))\) is the log odds of the probability that a requirement is functional. \(\pi(x)\) is the probability that a requirement is functional, and \(\beta_0, \beta_1, \ldots \beta_p\) are the model coefficients.

The logistic function is used to transform the log odds into the predicted probability:

$$\pi(x) = \frac{1}{1 + e^{-\text{logit}(\pi(x))}} \quad (2)$$

In our code, we use the LogisticRegression() function from the scikit-learn library. This function implements the logistic regression algorithm using maximum likelihood estimation. The regularization parameter C is used to control the amount of regularization applied to the model. The regularization term helps prevent overfitting by penalizing large coefficient values.

We fit the logistic regression model to the training data using the fit() function and then use the predict() function to make predictions on the test data. To assess how well the model performs, we track its accuracy score. This score reflects the percentage of software requirements the model categorized correctly as functional or non-functional.

In addition, we use the term frequency-inverse document frequency (TF-IDF) technique to preprocess the requirement text data. The CountVectorizer() function is used to convert the text data into a matrix of term frequencies, and the TfidfTransformer() function is used to transform the term frequency matrix into a TF-IDF matrix, which is used as the input to the logistic regression model.

### 3.2. Support Vector Machine

SVMs are powerful models for categorizing data. Primarily used for classification tasks, SVMs are a type of supervised learning algorithm, meaning they learn from labeled data to make predictions. In the code, we used a linear kernel for the SVM model, which means that the algorithm tries to separate two classes by seeking a linear decision boundary line between them in two-dimensional space, while in a higher-dimensional space, it can be a hyperplane.

The algorithm strategically plots this hyperplane to maximize the margin; This metric indicates how far apart the most difficult points to classify are from the decision boundary. This emphasis on maximizing the margin allows SVM to establish the most robust separation possible between the two data classes. By maximizing the margin, the SVM algorithm ensures that the decision boundary is as far away from the data points as possible, which makes the classifier more robust to noise and outliers.

Mathematically, the SVM algorithm tries to solve the following optimization problem:

$$\min_{w, b} \frac{1}{2} \|w\|^2 \quad (3)$$

subject to \(y_i(w^T x_i + b) \geq 1 \text{ for } i = 1, \ldots, n\).

Where \(x_i\) is the \(i\)th data point, \(y_i \in \{-1, 1\}\) is its corresponding label, \(w\) and \(b\) are the hyperplane parameters, and \(n\) is the number of data points.

The optimization problem tries to find the hyperplane with the largest margin. However, it must also ensure that all data points are assigned to the correct category. The margin is given by \(\frac{2}{\|w\|}\), which means that we want to minimize \(\|w\|^2\) in order to maximize the margin.
To implement the SVM algorithm in our code, we leveraged the SVC class readily available within the scikit-learn library. This class specifically handles SVMs with a linear kernel. The kernel parameter can be set to 'linear' to use a linear kernel. The C parameter controls how much emphasis to put on creating a wide margin between the two data categories and how much to prioritize correctly classifying all the data points. A higher C value prioritizes accuracy, potentially leading to a slightly smaller margin. Conversely, a lower C value focuses on a wider margin, but this might come at the cost of some misclassified data points.

3.3. Decision Tree

DT is a supervised learning algorithm applicable to both classification and regression. They function like a flowchart, with internal nodes posing questions about specific data attributes. Each branch represents a possible answer to that question, ultimately leading to a leaf node that reveals the final classification or predicted value.

The decision tree algorithm starts with the root node, which contains the entire training dataset. The algorithm selects an attribute to split the dataset into two or more subsets based on the information gain or Gini index. Information gain measures the reduction in entropy or randomness after splitting the dataset on the attribute, while the Gini index measures the impurity of the dataset.

The attribute with the highest information gain or lowest Gini index is selected to split the dataset. The splitting process continues recursively until the leaf nodes are pure, meaning that they contain only one class label or a majority of one class label. The decision tree algorithm has several advantages, such as easy interpretation, the ability to handle both categorical and numerical data, and robustness to outliers and noise. However, it is susceptible to overfitting. This occurs when the model becomes overly intricate and starts to capture irrelevant details or "noise" within the training data. This can negatively impact the model's ability to generalize well to unseen data.

The mathematical formulas used in decision tree algorithms are entropy and information gain. Entropy measures the randomness or impurity of a dataset, while information gain measures the reduction in entropy after splitting the dataset on an attribute.

The entropy formula is as follows:

\[ \text{Entropy}(S) = -\sum_{i=1}^{c} p_i \log p_i \] (4)

where \( S \) is the dataset, \( c \) is the number of classes, and \( p_i \) is the proportion of instances in class \( i \).

The information gain formula is as follows:

\[ \text{Gain}(S, A) = \text{Entropy}(S) - \sum_{v \in \text{values}(A)} \left| \frac{S_v}{|S|} \right| \text{Entropy}(S_v) \] (5)

where \( A \) is an attribute, \( \text{values}(A) \) is the set of values for attribute \( A \), \( S_v \) is the subset of \( S \) for which attribute \( A \) has value \( v \), and \( |S| \) and \( |S_v| \) are the sizes of the datasets.

In the code, the decision tree algorithm is implemented using the Decision Tree Classifier class from the sklearn library. The algorithm uses the Gini index as the criterion for splitting and can handle both categorical and numerical data. The algorithm also allows for pruning to prevent overfitting.

3.4. Random Forest

Random Forest is an ensemble-based learning algorithm, it builds upon the strengths of decision trees by combining multiple trees into a powerful ensemble. This ensemble approach leverages the predictions from each individual tree to arrive at a more accurate and robust final prediction. This technique helps to mitigate the overfitting issue that can sometimes plague single decision trees. Each tree in the forest is trained on a different subset of data points randomly sampled from the overall training set. Additionally, for each split within a tree, only a random subset of features is considered. This randomness helps prevent the trees from becoming overly reliant on specific features or data points in the training data, ultimately leading to a model that generalizes better to unseen data.

Following are the key steps involved in training a RF model:
1. A random subset of the training data is sampled with replacement (bootstrap sample).

2. Each tree in the Random Forest is built using a random selection of features and a random sample of the data points, to prevent the trees from becoming too focused on specific features or patterns in the training data.

3. Repeat Steps 1 and 2 to create multiple decision trees.

During prediction in a Random Forest model, each individual decision tree casts its own vote for the class a new instance belongs to. The final classification for that instance is determined by the most popular vote (the mode) amongst all the trees in the forest. This ensemble approach leverages the collective wisdom of the forest to deliver a more robust and accurate prediction.

The RF algorithm uses the following mathematical formula to calculate the impurity of a node in a decision tree:

\[
I_{\text{node}} = \sum_{i=1}^{c} p_i \log_2(p_i) \tag{6}
\]

a decision tree node that contains data points, each belonging to one of several categories (c).

This formula considers the proportion of data points within that node that fall into each category \( p_i \). By calculating a value called entropy, it helps us understand how mixed up the data points in that node are in terms of their categories.

Random Forests make strategic choices when splitting data within a decision tree. To achieve this, they rely on a metric called the Gini index or entropy. These metrics assess how well-mixed the data points are at a particular node in the tree. The algorithm aims to minimize this impurity, essentially creating a split that leads to the most homogenous child nodes possible. The Gini index is measure of impurity that is calculated using the following formula:

\[
I_{G}(\text{node}) = \sum_{i=1}^{c} p_i(1-p_i) \tag{7}
\]

where \( c \) is the number of categories, and \( p_i \) is the proportion of samples in the node that belong to class \( i \).

The Random Forest algorithm builds a team of decision trees, each making its own prediction. The final prediction is determined by the most popular choice among all the trees, resulting in a more robust outcome. For better performance out of the Random Forest model, we can fine-tune certain settings. These settings, called hyperparameters, include the number of trees in the forest, the maximum complexity allowed for each tree and the number of features considered at each decision point. By adjusting these parameters, we can optimize the model’s ability to identify patterns and make accurate predictions.

---

```python
def run_algorithms(models, x_train, x_test, y_train, y_test):
    np.random.seed(42)
    scores = {}
    for name, model in models.items():
        model.fit(x_train, y_train)
        scores[name] = model.score(x_test, y_test)
    return scores
```

**Figure 3:** Python dictionary to store all the models

**Figure 4:** Function to run all the models stored in the dictionary
3.1. Neural Networks

In addition to exploring the performance of the four aforementioned models, we also investigated the effectiveness of neural networks for this task. Neural networks have garnered significant attention due to their impressive results in various NLP applications, including text classification. In this research, we used neural networks to classify functional and non-functional software requirements and compared the results with four other machine learning algorithms: logistic regression, support vector machine, decision tree, and random forest.

In the research, a multi-layer perceptron (MLP) neural network is used to classify the software requirements. The MLP is a feedforward neural network, where the neurons are arranged in layers and the input flows from the input layer to the output layer. MLPs are like advanced learning machines. With their multiple hidden layers, they can discover subtle patterns and connections between the starting information and the final outcome, even when those connections are not simple or obvious.

To build our neural network model, we first transformed the textual data of software requirements into numerical vectors using the same CountVectorizer and TfidfTransformer techniques used in the other machine learning models. We then converted the transformed data to numpy arrays and built a sequential neural network model using the Keras library in TensorFlow. Our model consisted of three fully connected layers, each with 64 units and a ReLU activation function. We included a dropout layer with a rate of 0.5 after each fully connected layer to reduce overfitting. The final layer of the MLP contained just one element. This element used a sigmoid activation function to translate the processed data into a single probability score between 0 and 1. This score reflected the likelihood of a given requirement being classified as functional.

While training, a Multilayer Perceptron (MLP) fine-tunes the weights between neurons using a technique called backpropagation. Backpropagation calculates how sensitive the network's overall error is to each weight. It then adjusts these weights in the opposite direction of the error, effectively helping the MLP learn and minimize its loss.

In a MLP, hidden layers use a ReLU function to activate neurons, while the final layer uses a Sigmoid function to turn the output into a probability-like value. The ReLU activation function is defined as:

\[ f(x) = \max(0, x) \]  

where \( x \) is the input to the neuron. The ReLU function sets any negative values of \( x \) to zero, which helps the network learn non-linear relationships. The Sigmoid activation function is defined as:

\[ f(x) = \frac{1}{1 + e^{-x}} \]  

where \( x \) is the input to the neuron. The Sigmoid function squashes the output between 0 and 1, which makes it suitable for binary classification problems.

During training, the model utilizes the binary cross-entropy loss function to measure prediction errors for binary classification tasks. The Adam optimizer facilitates efficient weight updates, and the accuracy metric allows us to monitor the model's ability to make correct predictions. The model underwent training for five epochs, where each epoch involved processing the entire dataset in batches of 32 samples.

![Figure 5: Loss and Accuracy plot for each epoch.](image)
The most often used metric is cosine similarity which quantifies how similar two vectors are. It can be used to represent the degree of similarity between two documents inside the text categorization domain. The range of values it accepts is 0 to 1, where 0 denotes no similarity between the documents and 1 denotes exact correspondence [18].

In requirement classification, MLP classifiers benefit from considering both a category’s estimated value and its similarity to a test requirement. This combined approach, as shown in Figure 5, leads to improved performance with increasing accuracy and decreasing loss as the number of training epochs grows.

After training, we evaluated the model on the test data and obtained an accuracy of 0.9285, which is slightly higher than the best performing machine learning algorithm, SVM. The results suggest that neural networks can be a viable approach for classifying functional and non-functional software requirements and may outperform other traditional machine learning algorithms.

**Table 1 Performance of classifier.**

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Feature Extraction Technique</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression (LR)</td>
<td>Count Vectors</td>
<td>0.785714</td>
</tr>
<tr>
<td></td>
<td>Word Level TF-IDF</td>
<td>0.833333</td>
</tr>
<tr>
<td>SVM</td>
<td>Count Vectors</td>
<td>0.916667</td>
</tr>
<tr>
<td></td>
<td>Word Level TF-IDF</td>
<td>0.892857</td>
</tr>
<tr>
<td>Decision Tree (DT)</td>
<td>Count Vectors</td>
<td>0.757143</td>
</tr>
<tr>
<td></td>
<td>Word Level TF-IDF</td>
<td>0.780952</td>
</tr>
<tr>
<td>Random Forest (RF)</td>
<td>Count Vectors</td>
<td>0.790142</td>
</tr>
<tr>
<td></td>
<td>Word Level TF-IDF</td>
<td>0.824877</td>
</tr>
<tr>
<td>MLP Classifier</td>
<td>Count Vectors</td>
<td>0.928571</td>
</tr>
<tr>
<td></td>
<td>Word Level TF-IDF</td>
<td>0.9166670</td>
</tr>
</tbody>
</table>

As shown in table 1, we have demonstrated the effectiveness of neural networks in software requirement classification and how they can be used as an alternative to traditional machine learning algorithms.

**Figure 6: Accuracy of classifiers with respect to word embedding techniques**

Further studies can investigate the potential of employing different neural network structures and fine-tune settings to enhance its performance.

IV. DISCUSSION

In this research, we aimed to classify software requirements as functional or non-functional using machine learning algorithms. In the survey of research papers [19-30] following gaps has been identified 1. Application machine learning models have been performed either for classification of functional requirement or non-functional requirement. 2. Single word embedding, or feature extraction techniques are used 3. Performance measures used
are accuracy, recall and Score. However, in the proposed work four algorithms: Logistic Regression, Support Vector Machine, Decision Tree, and Random Forest. Along with that we also tested the performance of the Neural Networks in comparison with the best of other four algorithms that is SVM.

Among the four algorithms SVM and MLP neural network were able to achieve a high accuracy in classifying software requirements as functional or non-functional. Neural Networks and SVM performed best with an accuracy of 0.928 and 0.9166 respectively. Logistic Regression performed with an accuracy of 0.83. Random Forest also competed well, reaching an accuracy of 82.4. Although Decision Tree achieved the lowest accuracy, it still had a good performance in classifying the requirements. The reason for the different accuracy rates for each algorithm is due to their specific strengths and weaknesses, the complexity of the data and the suitability of the algorithms for the task at hand.

Further SVM performance is compared with the MLP neural network based on cosine similarity.

While traditional algorithms like SVM, DT, RF, and LR rely on various methods for classification, Multilayer Perceptron (MLP) neural networks excel in this task. This study demonstrates that MLPs achieve superior performance.

Overall, the findings of this research and the existing literature demonstrate that machine learning algorithms can be effectively used to classify software requirements as functional or non-functional. The results of this project indicate that the Random Forest, SVM and Logistic regression algorithms performed well in terms of accuracy, and they can be considered as suitable algorithms for this task. However, it is important to note that the suitability of the algorithm will depend on the complexity of the data, the size of the dataset and the specific problem at hand.

**Funding**

This research was funded by “Research Support Fund of Symbiosis International (Deemed University), Pune, Maharashtra, India”.

**REFERENCES**


[47] A novel approach to software requirements classification based on word embeddings by S. M. R. Babhani et al. (2021)

[48] Software Requirements Classification with Word Embedding and Convolutional Neural Networks by Y. Liu et al. (2021)


[53] Multi-Label Software Requirement Classification Based on Textual Feature Extraction by C. Wu et al. (2021)

[54] Classifying software requirements using hybrid approach of deep learning and machine learning” by S. Srivastava and N. Aggarwal (2021)


Priyanka, P. 2019. “Comparative Analysis of Test Case Prioritization Approaches in Regression Testing.” International