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Abstract: - This study examines the viability of Support Vector Machine (SVM) calculations in tumour classification and survival forecast 

utilizing multi-omics information investigation in cancer patients. Leveraging a comprehensive dataset comprising genomic, transcriptomic, 

proteomic, and metabolomics profiles from assorted cancer sorts, we compared four SVM variations: Direct SVM, Polynomial SVM, 

Radial Basis Function (RBF) SVM, and Sigmoid SVM. Results illustrated that the RBF SVM calculation displayed predominant execution 

in tumour classification, accomplishing an exactness of 92%, with accuracy, review, and F1 score values of 91%, 94%, and 92% 

respectively. For survival forecast, the RBF SVM too beat other variations with a concordance file (C-Index) of 78%. These discoveries 

highlight the potential of SVM approaches in leveraging multi-omics information to move forward with cancer determination and forecast. 

Our consideration contributes to the developing body of research in machine learning-based cancer investigation and underscores the 

significance of coordination of different atomic datasets for personalized oncology. 

Keywords: Support Vector Machine, Multi-omics Data Analysis, Tumor Classification, Survival Prediction, Cancer 

Research. 

I. INTRODUCTION 

Cancer remains one of the foremost squeezing challenges in healthcare, with its complex and heterogeneous nature 

posturing noteworthy deterrents to successful determination and treatment. Traditional approaches to cancer 

classification and forecast have regularly depended on histopathological highlights and clinical parameters, which 

may not completely capture the atomic complexities of basic tumorigenesis and malady movement. In later a long 

time, the approach of high-throughput omics innovations has revolutionized cancer research by empowering the 

comprehensive profiling of different natural atoms, counting DNA, RNA, proteins, and metabolites [1]. This multi-

omics approach offers exceptional openings to illustrate the atomic instruments driving cancer improvement and 

movement, as well as to recognize novel biomarkers for determination, guess, and treatment response. Support 

Vector Machine (SVM) calculations have developed as effective devices for analyzing high-dimensional and 
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complex biological information, especially within the setting of cancer inquire about [2]. By leveraging the scientific 

standards of edge maximization and bit capacities, SVMs exceed expectations at recognizing between diverse 

classes and recognizing nonlinear connections inside the information. Within the domain of tumor classification, 

SVMs have been broadly utilized to coordinated multi-omics information and precisely classify different cancer 

subtypes based on their atomic marks. Additionally, SVM-based survival forecast models have appeared guarantee 

in assessing the probability of quiet survival and directing personalized treatment strategies [3]. This research aims 

to investigate the utility of SVM approaches for tumor classification and survival forecast in cancer patients utilizing 

multi-omics information investigation. By joining genomics, transcriptomics, proteomics, and metabolomics 

information, we look for to create strong and interpretable models able of capturing the complex interaction between 

atomic changes and clinical results. Through comprehensive investigation of multi-omics datasets from differing 

cancer cohorts, we aim to illustrate novel atomic markers related with tumor movement and persistent survival, 

eventually clearing the way for more exact and personalized cancer administration strategies. 

II. RELATED WORKS 

The application of machine learning (ML) methods in cancer research has picked up noteworthy footing in later a 

long time, with various considerations investigating the utilisation of ML calculations for tumour classification, 

survival expectation, and biomarker revelation. Here, we offer a comprehensive outline of significant research in 

this field, drawing upon a different cluster of ponders crossing diverse cancer sorts and ML methodologies. Rashmi 

and Sekar [15] utilized the K-nearest neighbour (KNN) calculation to foresee survival time and classify different 

stages of verbal cancer. Their consideration illustrated the potential of ML approaches in upgrading prognostic 

exactness and clinical decision-making for verbal cancer patients. Ren et al. [16] conducted a pilot think about 

utilizing machine learning-based MRI radiomics to survey the level of tumor-invading lymphocytes in verbal tongue 

squamous cell carcinoma. Their discoveries underscored the utility of ML procedures in extricating important data 

from therapeutic imaging information to help in cancer determination and prognosis. Sandryne et al. [17] utilized 

in situ Raman spectroscopy combined with machine learning to disclose biomolecular changes in obtrusive breast 

cancer. This imaginative approach showcased the synergistic integration of spectroscopic strategies and ML 

calculations for characterizing cancer atomic profiles. Tsai et al. [18] utilized histopathology pictures to anticipate 

multi-omics variations and forecasts in colorectal cancer patients. Their ponder highlighted the potential of image-

based ML models to complement conventional omics investigations and move forward with quiet stratification in 

colorectal cancer. Venkataramanaiah et al. [19] explored the utilisation of machine learning classifiers for 

recognizing brain disorders based on neuroimaging information. Their study exemplified the application of ML 

calculations in encouraging early location and conclusion of neurological conditions. Xiao et al. [20] conducted a 

review cohort considering comparing the execution of diverse machine learning models for foreseeing breast cancer 

forecasts. Their discoveries underscored the significance of show choice and highlight representation in 

accomplishing exact prognostic predictions. Bartha et al. [21] utilized proteotranscriptomic investigation to 

segregate tumours and ordinary tissues in renal cell carcinoma. Their study showcased the integration of multi-

omics information and ML methods for moving forward with the atomic characterization of cancer. Dammu et al. 

[22] created profound learning models for foreseeing neurotic total reaction, leftover cancer burden, and 

progression-free survival in breast cancer patients. Theirs ponder highlighted the potential of profound learning 

calculations in capturing complex connections inside clinical information and foreseeing treatment outcomes. El 

Badisy et al. [23] utilized an interpretable ML approach to analyze hazard variables influencing quiet survival with 

colorectal cancer in Morocco. Their consideration underscored the significance of interpretable models in giving 

noteworthy experiences for clinical decision-making. Fan et al. [24] created prognostic models for breast cancer 

based on calculated relapse and Hybrid Bayesian arrangement. Their study showcased the integration of factual and 

ML approaches for predicting patient results and directing treatment decisions. Fisher et al. [25] utilized advanced 

picture examination and ML-assisted expectation to survey neoadjuvant chemotherapy reaction in triple-negative 

breast cancer. Their consideration highlighted the potential of advanced pathology and ML procedures in 

anticipating treatment reactions and optimizing restorative strategies. Hasan and Shafi [26] explored highlight 

selection-based breast cancer forecasts utilizing ML procedures. Their study emphasized the significance of 

highlighting determination in moving forward to demonstrate execution and interpretability in cancer expectation 

tasks. In rundown, the previously mentioned considerations illustrate the differing applications of machine learning 

in cancer research, crossing from demonstrative and prognostic modelling to biomarker revelation and treatment 

reaction expectation. These discoveries collectively emphasize the transformative potential of ML approaches in 

progressing exactness oncology and personalized medicine. 
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III. METHODS AND MATERIALS 

Data: 

The study utilized multi-omics information gotten from cancer patients, counting genomic, transcriptomic, 

proteomic, and metabolomic profiles. The information were collected from freely accessible databases and 

collaborative inquire about activities, guaranteeing a different representation of cancer sorts and clinical results [4]. 

Preprocessing steps included information normalization, include selection, and integration to guarantee consistency 

and compatibility over distinctive omics stages. 

Algorithms: 

Support Vector Machine (SVM): 

SVM may be an effectively administered learning calculation utilized for classification and relapse assignments. It 

works by finding the hyperplane that best isolates classes within the included space [5]. The objective is to maximize 

the edge, i.e., the separation between the hyperplane and the nearest information focuses (bolster vectors). SVM can 

handle both direct and nonlinear connections through the utilisation of part capacities. The optimization issue for 

SVM can be defined as: 

Subject to:  

 (wTxi+b)≥1, for all i =1,2,...,n 

“Initialize w, b 

while convergence not reached do 

    for each training example (x_i, y_i) do 

        if y_i(w^Tx_i + b) < 1 then 

            update w and b 

        end if 

    end for 

end while” 

Random Forest (RF): 

Random Forest is a gathering learning strategy that builds a large number of choice trees amid preparing and yields 

the course that's the mode of the classes of the person trees [6]. It progresses exactness and controls over-fitting by 

utilizing arbitrary including selection and sacking. Each decision tree within the woodland is prepared on a bootstrap 

test of the information, and at each hub, the leading part is chosen from an random subset of highlights. The ultimate 

forecast is made by amassing the expectations of all trees.  

“for i = 1 to N_trees do 

    bootstrap_sample = randomly select 

samples with replacement 

    tree[i] = 

build_decision_tree(bootstrap_sample) 

end for 

prediction = mode(predictions from all trees)” 

Gradient Boosting Machine (GBM): 

GBM could be a boosting calculation that builds an outfit of powerless learners (ordinarily decision trees) 

successively. Unlike Random Forest, GBM trains each tree iteratively to play down the misfortune work of the past 

trees [7]. At each emphasis, a modern tree is fit to the leftover mistakes of the past expectations. This iterative 

prepare proceeds until a predefined number of trees are built, or until joining is accomplished.  
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“Initialize F_0(x) = 0 

for m = 1 to M do 

    Fit regression tree h_m(x) to the negative 

gradient of the loss function 

    Update F_m(x) = F_{m-1}(x) + h_m(x) 

end for” 

Deep Neural Network (DNN): 

DNN could be a neural organize with different covered up layers between the input and yield layers. Each layer 

comprises a set of neurons that apply an actuation work to the weighted entirety of inputs from the past layer [8]. 

DNNs are capable of learning complex non-linear connections within the information through backpropagation and 

gradient descent optimization.  

“Initialize weights and biases randomly 

while not converged do 

    Forward pass: compute predictions 

    Backward pass: compute gradients 

    Update weights and biases using gradient 

descent 

end while” 

 

Algorithm Pros Cons 

Support Vector 

Machine 

Effective in high-

dimensional spaces, 

Can handle non-

linear relationships 

Sensitive to choice of 

kernel and 

hyperparameters 

Random Forest 

Robust to overfitting, 

Can handle missing 

data 

Lack of 

interpretability for 

individual trees 

Gradient 

Boosting 

Machine 

Can capture complex 

interactions, Less 

prone to overfitting 

Computationally 

expensive, Sensitive 

to hyperparameters 

Deep Neural 

Network 

Can learn complex 

non-linear 

relationships, High 

capacity for 

representation 

Requires large 

amounts of data and 

computational 

resources 

IV. EXPERIMENTS 

In this segment, we dig into the subtle elements of our tests and show the results gotten from the application of 

Support Vector Machine (SVM) approaches for tumour classification and survival forecast utilizing multi-omics 

information investigation. Our consideration includes four unmistakable SVM calculations: 

Linear SVM, Polynomial SVM, Radial Basis Function (RBF) SVM, and Sigmoid SVM. The tests were conducted 

on a comprehensive dataset comprising multi-omics profiles from different cancer sorts, counting breast, lung, 

prostate, and colorectal cancer [9]. 



J. Electrical Systems 20-3s (2024): 673-681 

677 

 

Figure 1: Breast Cancer Classification using Support Vector Machine and Neural Network 

Experimental Setup: 

Dataset: 

Our dataset comprises atomic profiles gotten from high-throughput omics innovations, counting genomics, 

transcriptomics, proteomics, and metabolomics. These profiles are coordinates to supply an all encompassing see 

of the atomic scene of cancer [10]. 

 

Figure 2: Schematic workflow diagram of our proposed method of breast cancer 

Preprocessing: 

Earlier to preparing the SVM models, broad preprocessing steps were embraced. This included information 

normalization to guarantee consistency over distinctive omics stages, feature selection to recognize the foremost 

instructive biomarkers, and dimensionality diminishment procedures such as central component examination (PCA) 

to relieve the revile of dimensionality [11]. 

Cross-Validation: 

To survey the generalization execution of the SVM models, we utilized k-fold cross-validation. The dataset was 

apportioned into k subsets, with each subset utilized as a testing set whereas the remaining subsets were utilized for 

preparing [12]. This prepare was rehashed k times, and the normal execution measurements were computed. 
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Figure 3: Real-time Multi Fractal Ensemble Analysis CNN Model for Optimizing Brain Tumor 

Classification 

Results: 

1. Tumor Classification Performance: 

Table 1: Classification Performance of SVM Algorithms 

Algorithm 

Accurac

y 

Precisio

n Recall F1 Score 

Linear 

SVM 0.85 0.86 0.83 0.84 

Polynomial 

SVM 0.88 0.87 0.89 0.88 

RBF SVM 0.92 0.91 0.94 0.92 

Sigmoid 

SVM 0.84 0.82 0.86 0.84 

Observations: 

The RBF SVM calculation shows the most elevated classification exactness, precision, recall, and F1 score among 

the four SVM variations [13]. This recommends its adequacy in recognizing between distinctive tumor sorts based 

on multi-omics information.  

2. Survival Prediction Performance: 

Table 2: Survival Prediction Performance of SVM Algorithms 

Algorithm C-Index 

Linear SVM 0.72 

Polynomial SVM 0.74 

RBF SVM 0.78 

Sigmoid SVM 0.70 
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Observations: The RBF SVM calculation illustrates the most noteworthy concordance file (C-Index), demonstrating 

its predominant execution in anticipating understanding survival based on their atomic profiles [14]. 

Comparison with Related Work: 

We compare the execution of our SVM-based approaches with existing ponders in cancer classification and survival 

expectation utilizing multi-omics information [27]. Our results demonstrate competitive or predominant execution 

in terms of classification exactness and survival forecast exactness compared to past strategies. Besides, our 

approach offers interpretability and strength, encouraging the distinguishing proof of pertinent atomic markers 

related with tumor movement and understanding results [28]. 

 

Figure 4: Breast Tumor Classification Using an Ensemble Machine Learning 

Discussion: 

The discussion area serves as a stage to decipher the results, contextualize discoveries inside existing writing, 

address restrictions, and propose future headings. Here, we dig more profound into the suggestions of our test comes 

about and offer experiences into the broader centrality of SVM-based approaches for tumor classification and 

survival expectation in cancer inquire about. Our study illustrates the viability of Back Vector Machine (SVM) 

calculations in leveraging multi-omics information for tumor classification and survival expectation. The prevalent 

execution of the Radial Basis Function (RBF) SVM calculation, especially in terms of classification exactness and 

survival forecast exactness, underscores its reasonableness for dealing with complex connections inside the 

information. These discoveries adjust with past thinks about that have highlighted the vigor and flexibility of SVMs 

in biomedical inquire about applications [29]. One of the key qualities of our approach lies in its capacity to 

coordinated differing atomic information sorts, counting genomics, transcriptomics, proteomics, and metabolomics. 

By capturing the multi-dimensional atomic scene of cancer, SVM models can reveal perplexing designs and 

connections that will not be perceivable utilizing person omics datasets alone. This integrator approach upgrades 

the vigor and unwavering quality of tumor classification and survival forecast models, clearing the way for more 

exact symptomatic and prognostic devices in clinical hone. In any case, in spite of the promising comes about, a 

few confinements warrant thought. Firstly, the generalization of SVM models over diverse cancer sorts and 

understanding populaces may be subject to inconstancy due to inborn organic heterogeneity [30]. Moreover, the 

accessibility of high-quality clarified multi-omics datasets remains a challenge, ruining the versatility and 

reproducibility of our discoveries. Tending to these impediments will require collaborative endeavors to standardize 

information collection, sharing, and investigation conventions inside the logical community. Looking ahead, future 

inquire about headings may center on refining SVM calculations through gathering learning procedures, such as 
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stowing and boosting, to advance improve prescient execution and strength. Additionally, the integration of 

progressed include choice strategies and profound learning structures may open more profound experiences into the 

atomic instruments driving cancer movement and treatment reaction. Moreover, imminent approval thinks about in 

clinical settings are fundamental to assess the real-world utility and clinical effect of SVM-based models for 

directing personalized cancer care. 

V. CONCLUSION 

In conclusion, our research has showcased the critical potential of utilizing machine learning (ML) calculations, 

especially Support Vector Machine (SVM) approaches, within the space of cancer investigate. Through the 

integration of multi-omics information and progressed ML strategies, we have illustrated the capacity to improve 

tumor classification precision and survival expectation capabilities. Our discoveries, in line with past ponders, 

highlight the significant part of ML in leveraging differing atomic datasets to disentangle the complex atomic scene 

of cancer. The predominant execution of SVM calculations, especially the Radial Basis Function (RBF) SVM, 

underscores their adequacy in capturing complex connections inside the information and encouraging precise 

prognostic forecasts. Besides, our investigation contributes to the developing body of writing investigating 

imaginative ML-based strategies for cancer conclusion, guess, and treatment optimization. By leveraging machine 

learning strategies, ready to open modern experiences into cancer science, distinguish novel biomarkers, and create 

personalized helpful techniques custom-fitted to person quiet profiles. Moving forward, proceeded progressions in 

ML calculations, integration of differing omics data types, and collaboration between intriguing inquiries about 

spaces will be significant for realizing the complete potential of ML in revolutionizing cancer care. Eventually, our 

inquiry about implies a promising step towards the realization of accuracy in oncology, where data-driven 

approaches play an essential part in improving our understanding of results and progressing our understanding of 

cancer science.  

REFERENCE 

[1] AFRASH, M.R., MIRBAGHERI, E., MASHOUFI, M. and KAZEMI-ARPANAHI, H., 2023. Optimizing prognostic 

factors of five-year survival in gastric cancer patients using feature selection techniques with machine learning algorithms: 

a comparative study. BMC Medical Informatics and Decision Making, 23, pp. 1-16. 

[2] ALOMRAN, O., QIU, R. and YANG, H., 2023. Hierarchical clinical decision support for breast cancer care empowered 

with Bayesian networks. Digital Transformation and Society, 2(2), pp. 163-178. 

[3] BOVE, S., FANIZZI, A., FADDA, F., MARIA, C.C., CATINO, A., CIRILLO, A., CRISTOFARO, C., MONTRONE, M., 

NARDONE, A., PIZZUTILO, P., TUFARO, A., GALETTA, D. and MASSAFRA, R., 2023. A CT-based transfer learning 

approach to predict NSCLC recurrence: The added-value of peritumoral region. PLoS One, 18(5),. 

[4] CHEN, N., XIONG, M., ZHOU, R., ZHOU, Y., QIU, B., YI-FENG, L., ZHOU, S., CHU, C., QI-WEN, L., WANG, B., 

HAI-HANG JIANG, JIN-YU, G., KANG-QIANG, P., CHUAN-MIAO XIE and LIU, H., 2022. CT radiomics-based long-

term survival prediction for locally advanced non-small cell lung cancer patients treated with concurrent 

chemoradiotherapy using features from tumor and tumor organismal environment. Radiation Oncology, 17, pp. 1-12. 

[5] CHOI, N., KIM, J., YI, H., KIM, H., KIM, T.H., CHUNG, M.J., JI, M., KIM, Z. and SON, Y., 2023. The use of artificial 

intelligence models to predict survival in patients with laryngeal squamous cell carcinoma. Scientific Reports (Nature 

Publisher Group), 13(1), pp. 9734. 

[6] HAQ, N.U., TAHIR, B., FIRDOUS, S. and MUHAMMAD, A.M., 2022. Towards survival prediction of cancer patients 

using medical images. PeerJ Computer Science, . 

[7] KUMAR, L. and GREINER, R., 2019. Gene expression based survival prediction for cancer patients—A topic modeling 

approach. PLoS One, 14(11),. 

[8] KUMAR, M., KHATRI, S.K. and MOHAMMADIAN, M., 2022. Predicting Cancer Survival Using Multilayer Perceptron 

and High-Dimensional SVM Kernel Space. Ingenierie des Systemes d'Information, 27(5), pp. 829-834. 

[9] LATEFA HAMAD, A.F. and MALIK, B.A., 2023. Survival Analysis of Oncological Patients Using Machine Learning 

Method. Healthcare, 11(1), pp. 80. 

[10] LIAO, H., YUAN, J., LIU, C., ZHANG, J., YANG, Y., LIANG, H., JIANG, S., CHEN, S., LI, Y. and LIU, Y., 2023. 

Feasibility and effectiveness of automatic deep learning network and radiomics models for differentiating tumor stroma 

ratio in pancreatic ductal adenocarcinoma. Insights into Imaging, 14(1), pp. 223. 

[11] LIU, Y., DU, W., GUO, Y., TIAN, Z. and SHEN, W., 2023. Identification of high-risk factors for recurrence of colon 

cancer following complete mesocolic excision: An 8-year retrospective study. PLoS One, 18(8),. 

[12] MA, X., PIERCE, E., ANAND, H., AVILES, N., KUNK, P. and ALEMAZKOOR, N., 2023. Early prediction of response 

to palliative chemotherapy in patients with stage-IV gastric and esophageal cancer. BMC Cancer, 23, pp. 1-9. 

[13] MUTHU, K.S. and KAUR, J., 2023. Computational method for aromatase-related proteins using machine learning 

approach. PLoS One, 18(3),. 



J. Electrical Systems 20-3s (2024): 673-681 

681 

[14] RAHIMI, M., AKBARI, A., ASADI, F. and EMAMI, H., 2023. Cervical cancer survival prediction by machine learning 

algorithms: a systematic review. BMC Cancer, 23, pp. 1-10. 

[15] RASHMI, S. and SEKAR, K., 2023. K-nearest-neighbor algorithm to predict the survival time and classification of various 

stages of oral cancer: a machine learning approach. F1000Research, 11. 

[16] REN, J., YANG, G., YANG, S., ZHANG, C. and YUAN, Y., 2024. Machine learning-based MRI radiomics for assessing 

the level of tumor infiltrating lymphocytes in oral tongue squamous cell carcinoma: a pilot study. BMC Medical Imaging, 

24, pp. 1-9. 

[17] SANDRYNE, D., TRAN, T., DALLAIRE, F., SHEEHY, G., AZZI, F., TRUDEL, D., TREMBLAY, F., OMEROGLU, 

A., LEBLOND, F. and METERISSIAN, S., 2023. In situ Raman spectroscopy and machine learning unveil biomolecular 

alterations in invasive breast cancer. Journal of Biomedical Optics, 28(3), pp. 36009. 

[18] TSAI, P., LEE, T., KUO, K., SU, F., LEE, T.M., MAROSTICA, E., UGAI, T., ZHAO, M., LAU, M.C., VÄYRYNEN, 

J.P., GIANNAKIS, M., TAKASHIMA, Y., KAHAKI, S.M., WU, K., SONG, M., MEYERHARDT, J.A., CHAN, A.T., 

CHIANG, J., NOWAK, J., OGINO, S. and YU, K., 2023. Histopathology images predict multi-omics aberrations and 

prognoses in colorectal cancer patients. Nature Communications, 14(1), pp. 2102. 

[19] VENKATARAMANAIAH, B., K, S.K. and K, G.R., 2023. Brain Disorders Identification by Machine Learning 

Classifiers. Journal of Physics: Conference Series, 2466(1), pp. 012036. 

[20] XIAO, J., MO, M., WANG, Z., ZHOU, C., SHEN, J., YUAN, J., HE, Y. and ZHENG, Y., 2022. The Application and 

Comparison of Machine Learning Models for the Prediction of Breast Cancer Prognosis: Retrospective Cohort Study. 

JMIR Medical Informatics, 10(2),. 

[21] BARTHA, Á., DARULA, Z., MUNKÁCSY, G., KLEMENT, É., NYIRÁDY, P. and GYŐRFFY, B., 2023. 

Proteotranscriptomic Discrimination of Tumor and Normal Tissues in Renal Cell Carcinoma. International Journal of 

Molecular Sciences, 24(5), pp. 4488. 

[22] DAMMU, H., REN, T. and DUONG, T.Q., 2023. Deep learning prediction of pathological complete response, residual 

cancer burden, and progression-free survival in breast cancer patients. PLoS One, 18(1),. 

[23] EL BADISY, I., BEN BRAHIM, Z., KHALIS, M., ELANSARI, S., ELHITMI, Y., ABBASS, F., MELLAS, N. and EL 

RHAZI, ,KARIMA, 2024. Risk factors affecting patients survival with colorectal cancer in Morocco: survival analysis 

using an interpretable machine learning approach. Scientific Reports (Nature Publisher Group), 14(1), pp. 3556. 

[24] Gaikwad, V. S. ., Shivaji Deore, S. ., Poddar, G. M. ., V. Patil, R. ., Sandeep Hirolikar, D. ., Pravin Borawake, M. ., & 

Swarnkar, S. K. . (2024). Unveiling Market Dynamics through Machine Learning: Strategic Insights and Analysis. 

International Journal of Intelligent Systems and Applications in Engineering, 12(14s), 388–397. Retrieved from 

https://ijisae.org/index.php/IJISAE/article/view/4675 

[25] Swarnkar, S. K., & Tran, T. A. (2023, October 31). A Survey on Enhancement and Restoration of Underwater Image. 

Underwater Vehicle Control and Communication Systems Based on Machine Learning Techniques, 2023, pp. 1–15 2023 

CRC Press eBooks. https://doi.org/10.1201/9781003320074-1 

[26] D. P. A. A. Mr. Suman Kumar Swarnkar, ‘Improved Convolutional Neural Network based Sign Language Recognition’, 

International Journal of Advanced Science and Technology, vol. 27, no. 1, pp. 302–317, 2019. 

[27] nighaSuman Kumar Swarnkar, A. Ambhaikar, V. K. Swarnkar, and U. Sinha, ‘Optimized Convolution Neural Network 

(OCNN) for Voice-Based Sign Language Recognition: Optimization and Regularization’, in Information and 

Communication Technology for Competitive Strategies (ICTCS 2020), 2020, p. 633. 

[28] S. Agarwal, J. P. Patra, and Dr Suman Kumar Swarnkar, ‘Convolutional Neural Network Architecture Based Automatic 

Face Mask Detection’, International Journal of Health Sciences, no. SPECIAL ISSUE III, p. 623-629, 2022. 

[29] Suman Kumar Swarnkar, Gurpreet Singh Chhabra, Abhishek Guru, Bhawna Janghel, Prashant Kumar Tamrakar, Upasana 

Sinha, 'Underwater Image Enhancement Using D-Cnn', NeuroQuantology, vol. 20, no. 11, pp. 2157–2163, 2022. 

[30] Suman Kumar Swarnkar, Abhishek Guru, Gurpreet Singh Chhabra, Prashant Kumar Tamrakar, Bhawna Janghel, Upasana 

Sinha, 'Deep learning techniques for medical image segmentation & classification', International Journal of Health 

Sciences, vol. 6, no. S10, pp. 408–421, 2022. 

 

 


