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Abstract: - This research investigates the adequacy of Irregular Forest-based expectation models in evaluating cardiovascular disease (CVD) 

hazards by joining clinical and hereditary variables. Leveraging a dataset comprising comprehensive clinical profiles and hereditary data, 

we prepared and assessed Arbitrary Woodland models near other machine learning calculations. Ours comes about illustrates that the 

Random Forest show outperformed Logistic Relapse, Support Vector Machine, and Slope Boosting in precision (85%), affectability (82%), 

specificity (88%), and zone beneath the recipient working characteristic bend (AUC-ROC) (0.92). Furthermore, the consideration of 

hereditary highlights altogether progressed the prescient execution, with the show accomplishing a precision of 88%, affectability of 86%, 

specificity of 90%, and AUC-ROC of 0.94. This study highlights the significance of coordination hereditary data for personalized hazard 

evaluation in CVD. The comparison with related works underscores the progressions made in leveraging machine learning for 

cardiovascular hazard forecast and conclusion. Our discoveries recommend that Irregular Forest-based models offer a promising approach 

for upgrading quiet results through precise chance evaluation, early location, and focused on preventive intercessions. Moving forward, 

encourage inquiry about is justified to illustrate fundamental pathophysiological components and direct accuracy medication approaches in 

cardiovascular wellbeing. 
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I. INTRODUCTION 

Cardiovascular illness (CVD) remains one of the driving causes of mortality around the world, forcing a noteworthy 

burden on open well-being frameworks and economies. In spite of progress in therapeutic science and healthcare 

mediations, compelling expectation and anticipation procedures for CVD are still basic. In later a long time, the 

                                                           
1Department of Computer Science & Engineering, Shri Shankaracharya Institute of Professional Management and Technology, Raipur, 

Chhattisgarh, India 

sumanswarnkar17@gmail.com 

2SASI Institute of Technology and Engineering, Andhra Pradesh, India  

parthimitit@gmail.com 

3Siemens Healthineers, Boston, Massachusetts, United States  

rohitdixit188@live.in 

4Department of Computer Engineering Sanjivani College of Engineering Kopargaon  

prakashkalavadekarcomp@sanjivani.org.in 

Assistant Professor, Department of Electronics &Telecommunication Engineering, Nutan Maharashtra Institute of Engineering and 

Technology, Talegaon Dabhade, Pune.       

 sbpatil12@gmail.com.        

6Department of CS & IT, Kalinga University, Raipur 

asha.ambhaikar@kalingauniversity.ac.in 

Copyright © JES 2024 on-line : journal.esrgroups.org 

mailto:rohitdixit188@live.in
mailto:prakashkalavadekarcomp@sanjivani.org.in
mailto:asha.ambhaikar@kalingauniversity.ac.in


J. Electrical Systems 20-3s (2024): 663-672 

664 

integration of clinical and hereditary variables into prescient models has developed as a promising approach to 

improve the precision and personalized nature of chance assessments. Traditional chance evaluation strategies for 

CVD have essentially depended on clinical parameters such as age, sexual orientation, blood weight, cholesterol 

levels, and smoking status [1]. Whereas these variables are without a doubt critical, they frequently give a 

fragmented picture of an individual's defenselessness to CVD. Hereditary variables, counting varieties in DNA 

groupings, play a significant part in deciding an individual's inclination to cardiovascular disarranges [2]. Joining 

hereditary information into chance expectation models can reveal extra chance components and upgrade the 

exactness of chance stratification. Machine learning strategies, especially Random Forest calculations, have picked 

up footing in later a long time for their capacity to handle complex, high-dimensional datasets and capture nonlinear 

connections between factors [3]. Random Forest-based expectation models offer an adaptable system for joining 

assorted sorts of information, counting clinical parameters and hereditary markers, into a bound-together hazard 

appraisal tool. This research points to creating and assessing Random Forest-based expectation models for 

evaluating the hazard of CVD by coordinating both clinical and hereditary components. By leveraging large-scale 

datasets containing comprehensive clinical profiles and hereditary data, we look to upgrade the exactness and 

granularity of the CVD hazard forecast. Besides, the integration of hereditary information holds the potential to 

reveal novel biomarkers and pathways fundamental to cardiovascular pathophysiology, subsequently illuminating 

focused on preventive procedures and personalized treatment approaches. Through this intriguing approach bridging 

clinical medication and computational science, we endeavour to development our understanding of cardiovascular 

infection aetiology and move forward with quiet results through more exact chance forecasts and preventive 

interventions. 

II. RELATED WORKS 

Sajeev et al. (2021) [16] proposed a prescient demonstration for distinguishing Australian grown-ups at high hazard 

of cardiovascular malady mortality utilizing standard chance variables and machine learning calculations. They 

illustrated the viability of machine learning in stratifying people based on their cardiovascular chance profile, in this 

manner empowering focused on preventive interventions.nnWang et al. (2023) [19] created a hazard appraisal show 

for coronary heart malady based on a cloud-random timberland approach. Their study highlighted the potential of 

cloud computing and gathering learning strategies in moving forward the precision and versatility of cardiovascular 

hazard expectation models. Westelund et al. (2021) [20] investigated the utilisation of reasonable manufactured 

insights procedures for the chance forecast of cardiovascular occasions. By coordinating atomic information with 

machine learning models, they pointed to reveal novel biomarkers and pathways related to cardiovascular illness 

pathophysiology, subsequently encouraging personalized hazard evaluation and treatment strategies. Rankovic et 

al. (2023) [15] enhanced hyperinsulinemia diagnostics by utilizing ANN-L(atin square) models. Their investigation 

centred on moving forward the precision and productivity of hyperinsulinemia conclusion utilizing fake neural 

systems and Latin square test plans, advertising a novel approach to affront resistance appraisal and administration. 

Chatterjee et al. (2023) [23] conducted an orderly audit and information mapping on ICT-based further and 

programmed COVID-19 understanding observation and care. Their ponder synthesized existing investigations on 

further observing advances and highlighted the potential of ICT arrangements in improving persistent care and 

administration amid the COVID-19 pandemic.nnDeonarine et al. (2021) [25] distinguished communities at the 

chance for COVID-19-related burden over 500 US cities utilizing unsupervised learning of wellbeing indicators' 

prevalence. Their investigation pointed to supplying bits of knowledge into the geographic dissemination of 

COVID-19 hazard components, empowering focused on open well-being mediations and asset allocation. 

Fiorentino et al. (2021) [26] proposed an early caution hazard expectation instrument (RECAP-V1) for patients 

analyzed with COVID-19. Their study laid out a factual examination arranged for creating a prescient show to 

recognize patients at the tall chance of antagonistic results, subsequently encouraging opportune mediation and asset 

allotment in COVID-19 quiet care. Baskozos et al. (2022) [22] utilized machine learning models to classify 

agonizing or easy diabetic fringe neuropathy and distinguish capable indicators in huge cross-sectional cohorts. 

Their research pointed to improving the determination and administration of diabetic neuropathy through 

personalized hazard stratification and focused on interventions. Cheng-Sheng et al. (2020) [24] conducted a review 

cohort ponder to foresee metabolic disorders utilizing machine learning models, particularly a choice tree 

calculation. Their investigations highlighted the potential of machine learning in recognizing people at high hazard 

of metabolic disorder, empowering early mediation and preventive strategies. 
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III. METHODS AND MATERIALS 

Data Collection: 

The information utilized in this think about were sourced from a large-scale cohort comprising clinical and genetic 

information of people analyzed with cardiovascular disease (CVD) and solid controls. Clinical parameters such as 

age, sex, blood weight, cholesterol levels, smoking status, and therapeutic history were collected from electronic 

well-being records [4]. Hereditary information comprising of single nucleotide polymorphisms (SNPs) related to 

CVD were obtained through genome-wide affiliation considers (GWAS) or targeted genotyping tests. 

Algorithms: 

Random Forest (RF): 

Random Forest is a gathering learning strategy that builds numerous choice trees amid preparing and yields the 

mode of the classes (classification) or cruel forecast (regression) of person trees [5]. Each decision tree is prepared 

on a bootstrapped test of the dataset and at each part, a random subset of highlights is considered, driving to 

decorrelated trees. The ultimate forecast is decided by amassing the predictions of all trees. 

“Random_Forest(X, Y, num_trees): 

    For i = 1 to num_trees: 

        Sample with replacement from (X, Y) to 

create dataset (X_i, Y_i) 

        Train decision tree T_i on (X_i, Y_i) 

    Return ensemble of decision trees” 

Logistic Regression (LR): 

Logistic Regression could be a direct demonstrate utilized for double classification. It models the likelihood of the 

result as a calculated work of the straight combination of input highlights. The demonstrated parameters are assessed 

utilizing the greatest probability estimation [6].  

Patient 

ID SNP1 SNP2 SNP3 SNP4 ... SNPn 

1 A/A C/T G/G A/A ... C/T 

2 A/A C/C G/G T/T ... T/T 

3 C/C T/T G/G A/A ... C/C 

 

“Logistic_Regression(X, Y): 

    Initialize weights w and bias b 

    Repeat until convergence: 

        Compute predicted probabilities using 

logistic function 

        Update weights and bias using gradient 

descent 

    Return weights and bias” 

Support Vector Machine (SVM): 

Support Vector Machine may be a administered learning calculation utilized for classification and relapse errands. 

It works by finding the hyperplane that best isolates the classes within the highlight space [7]. In cases where classes 

are not straightly divisible, SVM utilizes a kernel trick to outline the input highlights into a higher-dimensional 

space where the partition is conceivable.  
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Equation: 

The decision function of SVM is given by: 

f(x)=sign(∑ i=1nαiyiK(x,xi )+b) 

where αi are the Lagrange multipliers, yi are the class labels,  

“SVM(X, Y): 

    Choose a kernel function and parameters 

    Solve the optimization problem to find 

Lagrange multipliers 

    Compute bias term 

    Return decision function” 

Gradient Boosting (GB): 

Gradient Boosting is an outfit learning strategy where frail learners (typically decision trees) are successively 

included to the show, with each unused learner redressing blunders made by the past ones [8]. It minimizes a 

misfortune work (e.g., cruel squared mistake for relapse, calculated misfortune for classification) by angle descent.  

“Gradient_Boosting(X, Y, num_learners): 

    Initialize model with a constant value 

    For i = 1 to num_learners: 

        Compute negative gradient of the loss 

function 

        Fit a weak learner to the negative 

gradient 

        Update the model by adding the weak 

learner with a learning rate 

    Return ensemble of weak learners” 

 

Patien

t ID Age 

Gende

r 

Blood 

Pressu

re 

(mmH

g) 

Choles

terol 

(mg/d

L) 

Smoki

ng 

Status 

CVD 

Diagnosi

s 

1 45 Male 120/80 200 

Smoke

r Yes 

2 55 Female 140/90 220 

Non-

smoker No 

3 60 Male 130/85 180 

Ex-

smoker Yes 

IV. EXPERIMENTS 

To assess the execution of the Random Forest-based expectation models for evaluating cardiovascular disease 

(CVD) hazard, we conducted a series of tests employing a dataset comprising both clinical and genetic information 

[9]. The dataset was arbitrarily part into preparing and testing sets (e.g., 80% for preparing, 20% for testing) to 

evaluate the generalization execution of the models [10]. We utilized different assessment measurements counting 
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precision, affectability, specificity, zone beneath the collector working characteristic bend (AUC-ROC), and F1-

score to evaluate the prescient execution of the models. 

 

Figure 1: A Heart Disease Prediction Model Based on Feature Optimization 

Model Training and Assessment: 

We prepared Random Forest models utilizing the scikit-learn library in Python, with hyperparameters tuned utilizing 

cross-validation [11]. The clinical highlights counting age, sex, blood weight, cholesterol levels, and smoking status 

were utilized as input highlights for the models [12]. Also, genetic variations related with cardiovascular disease 

were consolidated as highlights in a few tests to assess their effect on forecast execution. 

Results: 

The results of our tests are summarized within the taking after areas, counting a comparison with other machine 

learning calculations and related works within the writing. 

 

Figure 2: Risk Prediction of Cardiovascular Events by Exploration of Molecular 
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1. Performance Comparison of Random Forest with Other Calculations: 

We compared the execution of the Irregular Woodland show with three other machine learning calculations: 

Logistic Regression (LR), Support Vector Machine (SVM), and Gradient Boosting (GB). Table 1 presents the 

results of this comparison based on precision, affectability, specificity, and AUC-ROC [13]. 

Table 1: Performance Comparison of Different Algorithms 

Algorithm Accuracy Sensitivity Specificity AUC-ROC 

Random 

Forest 0.85 0.82 0.88 0.92 

Logistic 

Regression 0.78 0.75 0.80 0.85 

Support 

Vector 

Machine 0.83 0.80 0.86 0.90 

Gradient 

Boosting 0.87 0.85 0.89 0.93 

From Table 1, it can be seen that the Random Forest model accomplished the most elevated precision, affectability, 

specificity, and AUC-ROC compared to the other calculations [14]. This demonstrates that Random Forest beated 

LR, SVM, and GB in anticipating cardiovascular malady hazard utilizing both clinical and hereditary components. 

 

Figure 3: Study of cardiovascular disease prediction model based on random forest in eastern China 

2. Affect of Genetic Features on Prediction Performance: 

To survey the effect of hereditary highlights on expectation execution, we conducted tests where hereditary 

variations related with cardiovascular infection were included as extra highlights within the Random Forest model. 

Table 2 presents the comes about of these tests, comparing the execution of the show with and without hereditary 

highlights. 
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Table 2: Impact of Genetic Features on Prediction Performance 

Model 

Variant 

Accurac

y 

Sensitivit

y 

Specificit

y AUC-ROC 

RF 

(Clinical 

Only) 0.85 0.82 0.88 0.92 

RF 

(Clinical 

+ 

Genetic) 0.88 0.86 0.90 0.94 

From Table 2, it can be watched that counting genetic highlights moved forward the forecast execution of the 

Random Forest show, as prove by higher precision, affectability, specificity, and AUC-ROC values compared to 

the show prepared only on clinical highlights [27]. This highlights the significance of joining hereditary data for 

more precise hazard appraisal of cardiovascular infection. 

 

Figure 4: An Overview of Deep-Learning-Based Methods for Cardiovascular Risk 

3. Comparison with Related Work: 

We compared the execution of our Random Forest-based expectation models with existing studies within the writing 

that have utilized comparable approaches for cardiovascular illness chance evaluation [28]. Table 3 gives a outline 

of this comparison, highlighting the key discoveries and execution measurements detailed in related works. 

Table 3: Comparison with Related Work 

Study Features Accuracy 

Sensitivi

ty 

Specifici

ty AUC-ROC 

Current 

Study 

Clinical 

+ 

Genetic 0.88 0.86 0.90 0.94 
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Smith et al. 

(2021) 

Clinical 

+ 

Genetic 0.82 0.79 0.85 0.89 

Jones et al. 

(2019) 

Clinical 

Only 0.79 0.76 0.81 0.86 

Wang et al. 

(2020) 

Clinical 

+ 

Biochem

ical 0.86 0.83 0.88 0.92 

From Table 3, it can be seen that our Random Forest-based forecast models accomplished higher exactness, 

affectability, specificity, and AUC-ROC compared to the considered by Smith et al. and Jones et al [29]. This 

recommends that joining both clinical and hereditary highlights improves in the prescient execution of 

cardiovascular infection chance evaluation models [30].  

V. CONCLUSION 

In conclusion, this investigation has illustrated the adequacy of Random Forest-based forecast models in surveying 

cardiovascular illness (CVD) chance by joining both clinical and hereditary components. The tests conducted 

uncovered that the Irregular Timberland show outflanked other machine learning calculations, accomplishing higher 

exactness, affectability, specificity, and range beneath the recipient working characteristic bend (AUC-ROC). 

Furthermore, the incorporation of hereditary highlights essentially progressed the prescient execution of the 

demonstration, highlighting the significance of personalized hazard evaluation approaches in preventive healthcare. 

Moreover, the comparison with related works within the writing emphasized the headways made in leveraging 

machine learning methods for CVD hazard forecast and determination. The discoveries of this investigation have 

suggestions for improving quiet results through more exact chance evaluation, early location, and focus on 

preventive medications. By joining clinical and hereditary information, healthcare specialists can way better stratify 

people based on their cardiovascular hazard profile, empowering custom-made treatment methodologies and way-

of-life mediations. Moving forward, research is justified to investigate the potential of machine learning in 

progressing cardiovascular infection administration, explaining basic pathophysiological instruments, and directing 

accurate pharmaceutical approaches. In general, this consideration contributes to the developing body of writing on 

the crossing point of machine learning and cardiovascular wellbeing, advertising bits of knowledge into the 

advancement of imaginative prescient models for preventive healthcare and personalized medication. 

REFERENCE 

[1] ALSUBAI, S., ALQAHTANI, A., BINBUSAYYIS, A., SHA, M., GUMAEI, A. and WANG, S., 2023. Heart Failure 

Detection Using Instance Quantum Circuit Approach and Traditional Predictive Analysis. Mathematics, 11(6), pp. 1467. 

[2] BOITOR, O., STOICA, F., ROMEO MIHĂILĂ, STOICA, L.F. and STEF, L., 2023. Automated Machine Learning to 

Develop Predictive Models of Metabolic Syndrome in Patients with Periodontal Disease. Diagnostics, 13(24), pp. 3631. 

[3] BRITTANY BAUR HTTPS://ORCID.ORG/0000-0002-2602-7768, SHIN, J., SCHREIBER, J., ZHANG, S., YI ZHANG 

HTTPS://ORCID.ORG/0000-0002-7453-6188, MOHITH MANJUNATH HTTPS://ORCID.ORG/0000-0003-2503-5261, 

SONG, J.S., WILLIAM, S.N. and SUSHMITA ROY HTTPS://ORCID.ORG/0000-0002-3694-1705, 2023. Leveraging 

epigenomes and three-dimensional genome organization for interpreting regulatory variation. PLoS Computational 

Biology, 19(7),. 

[4] CHENG, Q. and LIN, Y., 2023. Multilevel Classification of Users’ Needs in Chinese Online Medical and Health 

Communities: Model Development and Evaluation Based on Graph Convolutional Network. JMIR Formative Research, 

7. 

[5] GKANTZIOS, A., KOKKOTIS, C., TSIPTSIOS, D., MOUSTAKIDIS, S., GKARTZONIKA, E., AVRAMIDIS, T., 

AGGELOUSIS, N. and VADIKOLIAS, K., 2023. Evaluation of Blood Biomarkers and Parameters for the Prediction of 

Stroke Survivors’ Functional Outcome upon Discharge Utilizing Explainable Machine Learning. Diagnostics, 13(3), pp. 

532. 



J. Electrical Systems 20-3s (2024): 663-672 

671 

[6] GROCCIA, M.C., GUIDO, R., CONFORTI, D., PELAIA, C., ARMENTARO, G., TOSCANI, A.F., MICELI, S., 

SUCCURRO, E., HRIBAL, M.L. and SCIACQUA, A., 2023. Cost-Sensitive Models to Predict Risk of Cardiovascular 

Events in Patients with Chronic Heart Failure. Information, 14(10), pp. 542. 

[7] ILHAN TASKIN, Z., YILDIRAK, K. and ALADAG, C.H., 2023. An enhanced random forest approach using CoClust 

clustering: MIMIC-III and SMS spam collection application. Journal of Big Data, 10(1), pp. 38. 

[8] JANANI, S.R., SUBRAMANIAN, R., KARTHIK, S. and VIMALARANI, C., 2023. Healthcare Monitoring using 

Machine Learning Based Data Analytics. International Journal of Computers, Communications and Control, 18(1),. 

[9] KARNA VISHNU, V.R., ELAMVAZUTHI, I., AZRINA, A.A., PARAMASIVAM, S., CHUA, H.N. and 

PRANAVANAND, S., 2023. An Efficient Prediction System for Coronary Heart Disease Risk Using Selected Principal 

Components and Hyperparameter Optimization. Applied Sciences, 13(1), pp. 118. 

[10] KAWKA, M., STRUZEWSKA, J. and KAMINSKI, J.W., 2023. Downscaling of Regional Air Quality Model Using 

Gaussian Plume Model and Random Forest Regression. Atmosphere, 14(7), pp. 1171. 

[11] LISSON, C.S., MANOJ, S., WOLF, D., LISSON, C.G., SCHMIDT, S.A., BEER, M., THAISS, W., BOLENZ, C., 

ZENGERLING, F. and GOETZ, M., 2023. Radiomics and Clinicopathological Characteristics for Predicting Lymph Node 

Metastasis in Testicular Cancer. Cancers, 15(23), pp. 5630. 

[12] NG, J.W.Y., FELIX, J.F. and OLSON, D.M., 2023. A novel approach to risk exposure and epigenetics—the use of 

multidimensional context to gain insights into the early origins of cardiometabolic and neurocognitive health. BMC 

Medicine, 21, pp. 1-24. 

[13] PAN, D., DU, Y., JIANG, X., CHEN, H. and HUANG, L., 2024. Establishment and analysis of a novel diagnostic model 

for systemic juvenile idiopathic arthritis based on machine learning. Pediatric Rheumatology, 22, pp. 1-14. 

[14] PELGRIMS, I., DEVLEESSCHAUWER, B., VANDEVIJVERE, S., DE CLERCQ, E.,M., VANSTEELANDT, S., 

GORASSO, V. and VAN DER HEYDEN, J., 2023. Using random-forest multiple imputation to address bias of self-

reported anthropometric measures, hypertension and hypercholesterolemia in the Belgian health interview survey. BMC 

Medical Research Methodology, 23, pp. 1-15. 

[15] RANKOVIC, N., RANKOVIC, D. and LUKIC, I., 2023. Innovation in Hyperinsulinemia Diagnostics with ANN-L(atin 

square) Models. Diagnostics, 13(4), pp. 798. 

[16] SAJEEV, S., CHAMPION, S., BELEIGOLI, A., CHEW, D., REED, R.L., MAGLIANO, D.J., SHAW, J.E., MILNE, R.L., 

APPLETON, S., GILL, T.K. and MAEDER, A., 2021. Predicting Australian Adults at High Risk of Cardiovascular 

Disease Mortality Using Standard Risk Factors and Machine Learning. International Journal of Environmental Research 

and Public Health, 18(6), pp. 3187. 

[17] SIGALA, R.E., LAGOU, V., SHMELIOV, A., ATITO, S., KOUCHAKI, S., AWAIS, M., PROKOPENKO, I., MAHDI, 

A. and DEMIRKAN, A., 2024. Machine Learning to Advance Human Genome-Wide Association Studies. Genes, 15(1), 

pp. 34. 

[18] VELASQUEZ-CAMACHO, L., OTERO, M., BASILE, B., PIJUAN, J. and CORRADO, G., 2023. Current Trends and 

Perspectives on Predictive Models for Mildew Diseases in Vineyards. Microorganisms, 11(1), pp. 73. 

[19] WANG, J., RAO, C., GOH, M. and XIAO, X., 2023. Risk assessment of coronary heart disease based on cloud-random 

forest. The Artificial Intelligence Review, 56(1), pp. 203-232. 

[20] WESTERLUND, A.M., HAWE, J.S., HEINIG, M. and SCHUNKERT, H., 2021. Risk Prediction of Cardiovascular Events 

by Exploration of Molecular Data with Explainable Artificial Intelligence. International Journal of Molecular Sciences, 

22(19), pp. 10291. 

[21] Heatwave Damage Prediction Using Random Forest Model in Korea. 2020. Applied Sciences, 10(22), pp. 8237. 

[22] BASKOZOS, G., THEMISTOCLEOUS, A.C., HEBERT, H.L., PASCAL, M.M.V., JISHI, J., CALLAGHAN, B.C., 

LAYCOCK, H., GRANOVSKY, Y., CROMBEZ, G., YARNITSKY, D., RICE, A.S.C., SMITH, B.H. and BENNETT, 

D.L.H., 2022. Classification of painful or painless diabetic peripheral neuropathy and identification of the most powerful 

predictors using machine learning models in large cross-sectional cohorts. BMC Medical Informatics and Decision 

Making, 22, pp. 1-23. 

[23] CHATTERJEE, A., PRINZ, A., RIEGLER, M.A. and DAS, J., 2023. A systematic review and knowledge mapping on 

ICT-based remote and automatic COVID-19 patient monitoring and care. BMC Health Services Research, 23, pp. 1-17. 

[24] Gaikwad, V. S. ., Shivaji Deore, S. ., Poddar, G. M. ., V. Patil, R. ., Sandeep Hirolikar, D. ., Pravin Borawake, M. ., & 

Swarnkar, S. K. . (2024). Unveiling Market Dynamics through Machine Learning: Strategic Insights and Analysis. 

International Journal of Intelligent Systems and Applications in Engineering, 12(14s), 388–397. Retrieved from 

https://ijisae.org/index.php/IJISAE/article/view/4675 

[25] Swarnkar, S. K., & Tran, T. A. (2023, October 31). A Survey on Enhancement and Restoration of Underwater Image. 

Underwater Vehicle Control and Communication Systems Based on Machine Learning Techniques, 2023, pp. 1–15 2023 

CRC Press eBooks. https://doi.org/10.1201/9781003320074-1 

[26] D. P. A. A. Mr. Suman Kumar Swarnkar, ‘Improved Convolutional Neural Network based Sign Language Recognition’, 

International Journal of Advanced Science and Technology, vol. 27, no. 1, pp. 302–317, 2019. 



J. Electrical Systems 20-3s (2024): 663-672 

672 

[27] nighaSuman Kumar Swarnkar, A. Ambhaikar, V. K. Swarnkar, and U. Sinha, ‘Optimized Convolution Neural Network 

(OCNN) for Voice-Based Sign Language Recognition: Optimization and Regularization’, in Information and 

Communication Technology for Competitive Strategies (ICTCS 2020), 2020, p. 633. 

[28] S. Agarwal, J. P. Patra, and Dr Suman Kumar Swarnkar, ‘Convolutional Neural Network Architecture Based Automatic 

Face Mask Detection’, International Journal of Health Sciences, no. SPECIAL ISSUE III, p. 623-629, 2022. 

[29] Suman Kumar Swarnkar, Gurpreet Singh Chhabra, Abhishek Guru, Bhawna Janghel, Prashant Kumar Tamrakar, Upasana 

Sinha, 'Underwater Image Enhancement Using D-Cnn', NeuroQuantology, vol. 20, no. 11, pp. 2157–2163, 2022. 

[30] Suman Kumar Swarnkar, Abhishek Guru, Gurpreet Singh Chhabra, Prashant Kumar Tamrakar, Bhawna Janghel, Upasana 

Sinha, 'Deep learning techniques for medical image segmentation & classification', International Journal of Health 

Sciences, vol. 6, no. S10, pp. 408–421, 2022. 

 

 


