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Abstract: - Big data mining in English teaching revolutionizes language instruction by leveraging vast amounts of data to personalize 

and optimize learning experiences. This approach utilizes sophisticated algorithms to analyze learners' language usage patterns, 

comprehension levels, and areas of difficulty. This paper presents a novel Quality Improvement Model of English Teaching (QIMET) 

tailored for universities, integrating big data mining techniques with a Stacked Hashing Edge Computing Model (SHECM). 

Recognizing the importance of enhancing English language proficiency among university students, particularly in an increasingly 

globalized educational landscape, this research aims to optimize English teaching methodologies through advanced computational 

approaches. The proposed QIMET framework leverages big data mining to analyze extensive datasets of student performance, 

language usage patterns, and instructional effectiveness. By extracting valuable insights from these datasets, educators can identify 

areas for improvement, tailor teaching materials, and personalize learning experiences to meet individual student needs. Simulation 

analysis of Across a dataset of 500 university students enrolled in English language courses, QIMET achieves an average improvement 

of 30% in language proficiency scores compared to traditional teaching methods. Moreover, specific language skills exhibit notable 

enhancements, with vocabulary acquisition increasing by 25%, grammar comprehension by 20%, and communication skills by 35%. 

The integration of the SHECM enhances the computational efficiency and scalability of the QIMET framework. Real-time data 

processing and analysis enable educators to make timely interventions and adjustments to teaching strategies, resulting in more 

responsive and effective English language instruction. 
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I.  INTRODUCTION  

English teaching has been revolutionized by the integration of big data analytics. Through the collection and 

analysis of vast amounts of student data, educators can tailor their teaching methods to suit individual learning 

styles and preferences [1]. By tracking student progress, identifying areas of weakness, and predicting future 

learning needs, big data enables instructors to provide targeted interventions and personalized learning experiences 

[2]. Furthermore, big data allows for the development of adaptive learning platforms and intelligent tutoring 

systems, which can dynamically adjust content and pacing based on real-time feedback [3]. With the insights gained 

from big data, English teachers can optimize their instructional strategies, enhance student engagement, and 

ultimately, facilitate more effective language learning outcomes [4].  In English teaching, the integration of big 

data analytics has sparked a profound transformation in how educators approach instruction and support student 

learning [5]. Through the systematic collection and analysis of extensive sets of student data, educators gain 

invaluable insights into various facets of language acquisition [6]. These insights range from identifying patterns 

in language proficiency and learning preferences to pinpointing specific areas of difficulty or misunderstanding 

[7]. 

One of the primary advantages of leveraging big data in English teaching lies in its capacity to facilitate 

personalized learning experiences [8]. By examining individual students' performance data, educators can tailor 

their instructional approaches to suit each student's unique needs and abilities [9]. For instance, if a student struggles 

with vocabulary retention but excels in grammar comprehension, the teacher can adjust their teaching strategies 

accordingly, allocating more time and resources to reinforce vocabulary acquisition while maintaining a solid 

foundation in grammar [10]. Moreover, big data analytics empower educators to predict students' future learning 

 
1 Department of Basic Education, Beihai Campus, Guilin University of Electronic Technology, Beihai, Guangxi, 536000, China 
2 School of Sports and Arts, Harbin Sport University, Harbin, Heilongjiang, 230000, China 
3 Department of Economics and Management, Beihai Campus, Guilin University of Electronic Technology, Beihai, Guangxi, 536000, 
China 
*Corresponding author: yulei201357119@163.com 
Wentao Meng mengelady5119@gmail.com 
Yunyun Zhu zhuyunyun20230303@163.com 
 
Copyright © JES 2024 on-line : journal.esrgroups.org 
 

mailto:yulei201357119@163.com
mailto:mengelady5119@gmail.com


J. Electrical Systems 20-3s (2024): 506-518 

507 
 

needs based on their past performance and behavior. By analyzing historical data trends, educators can anticipate 

potential challenges or areas of growth for individual students or entire classes [11]. This proactive approach 

enables teachers to intervene early, providing targeted support and resources to prevent learning gaps from 

widening. Another significant application of big data in English teaching is the development of adaptive learning 

platforms and intelligent tutoring systems [12]. These technologies leverage real-time data analysis to dynamically 

adjust the content, pacing, and difficulty level of instructional materials in response to students' progress and 

performance [13]. The adaptive learning platform might recognize when a student is struggling with a particular 

concept and automatically provide additional practice exercises or alternative explanations until mastery is 

achieved [14]. Furthermore, big data analytics enable English teachers to continuously refine and optimize their 

instructional strategies [15]. By monitoring the effectiveness of different teaching methods and materials through 

data-driven evaluations, educators can identify what works best for their students and make informed decisions 

about curriculum development and instructional design [16]. This iterative process of improvement ensures that 

teaching practices remain responsive to evolving student needs and educational trends. 

Edge computing has emerged as a powerful complement to big data analytics, especially in contexts where real-

time processing and low-latency responses are critical, such as in the realm of Internet of Things (IoT) devices and 

sensor networks [17]. By bringing computational power closer to the data source, edge computing minimizes 

latency and bandwidth requirements, making it an ideal solution for processing and analyzing data at the edge of 

the network, where it is generated [18]. When combined with big data analytics, edge computing enables 

organizations to extract valuable insights from massive volumes of data in near real-time, without the need to 

transfer all data to centralized servers for processing [19]. This decentralized approach not only enhances data 

processing efficiency but also facilitates timely decision-making and actionable insights, particularly in 

applications like predictive maintenance, autonomous vehicles, and smart city infrastructure [20]. By leveraging 

both edge computing and big data analytics, organizations can unlock the full potential of their data assets, driving 

innovation, efficiency, and competitive advantage in an increasingly data-driven world. 

 

This paper makes a significant contribution to the field of education by introducing and evaluating the Stacked 

Hashing Edge Computing Model (SHECM) for English teaching. One of the key contributions lies in the 

development of SHECM, a novel approach that integrates edge computing techniques with advanced machine 

learning algorithms to improve educational outcomes. By leveraging edge computing, SHECM enables efficient 

data processing and analysis at the edge of the network, thereby reducing latency and enhancing real-time decision-

making capabilities in educational settings. Additionally, the paper contributes to the literature by demonstrating 

the effectiveness of SHECM through extensive simulations and evaluations. The results highlight SHECM's ability 

to achieve high accuracy in classification tasks and significantly enhance student performance in various language 

skills, including vocabulary acquisition, grammar comprehension, and communication skills. Moreover, the paper 

provides insights into the potential impact of SHECM on educational practices, emphasizing its ability to facilitate 

personalized learning experiences and support educators in delivering tailored instruction to meet the diverse needs 

of students. Overall, the contribution of this paper lies in its innovative approach to leveraging edge computing for 

educational improvement and its potential to revolutionize teaching and learning practices in the digital age. 

 

II. LITERATURE REVIEW 

Qian et al. focuses on predicting learning achievement in a flipped classroom setting using massive open online 

courses (MOOCs) and big data analysis. This study likely investigates how data collected from MOOCs can inform 

instructional strategies and enhance student outcomes in flipped learning environments. Similarly, AlQaheri and 

Panda propose an education process mining framework aimed at uncovering meaningful information about 

students' learning behavior to enhance teaching quality. This framework likely utilizes big data analytics to analyze 

educational data logs and extract actionable insights for educators. Tan and Lin propose a Quality of Experience 

(QoE)-based prediction model for evaluating virtual education systems, particularly relevant during the COVID-

19 pandemic, where remote learning has become prevalent. This model likely leverages data mining techniques to 

assess user experience and optimize educational platforms. Similarly, Munawar et al. explore the applications of 

big data in the construction industry, aiming to identify current uses and future opportunities for leveraging large 

datasets to enhance project management, safety, and efficiency in construction projects. 
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Moreover, the paper by Bhutoria examines personalized education and artificial intelligence (AI) in the United 

States, China, and India, offering a systematic review using a human-in-the-loop model. This paper likely 

investigates how AI-driven personalized learning platforms can utilize big data analytics to tailor educational 

content and methodologies to individual students' needs, contributing to improved learning outcomes. Furthermore, 

Rossi and Hirama characterize big data management, providing insights into the challenges and best practices 

associated with handling and analyzing large volumes of data. Their work likely delves into topics such as data 

storage, processing techniques, and data governance strategies. For instance, Li and Mao's study investigates the 

application of machine learning in ideological and political education, highlighting how big data can inform 

teaching methodologies and curriculum development in this domain. Additionally, Ma et al. propose a digital twin 

and big data-driven approach to sustainable smart manufacturing, emphasizing the role of information management 

systems in optimizing energy-intensive industries. This paper likely discusses how real-time data analytics and 

digital twins can improve resource utilization, minimize environmental impact, and enhance overall efficiency in 

manufacturing processes. Furthermore, Gencoglu et al. examine student perceptions of teaching behavior in 

secondary education, utilizing topic modeling techniques with big data to gain insights into students' experiences 

and preferences. Their research sheds light on how data-driven methodologies can complement traditional 

approaches to educational research and inform pedagogical practices. 

Qi et al.'s research focuses on facilitating big data management in modern business and organizations using cloud 

computing. This study likely delves into the benefits and challenges of cloud-based solutions for storing, 

processing, and analyzing large volumes of data, providing insights into best practices for effective data 

management in contemporary business environments. Similarly, Liu et al. investigate factors influencing online 

ratings of restaurants using text-mining techniques and big data analysis. Their study likely examines how textual 

data from online reviews can be analyzed to understand customer preferences, identify key factors driving ratings, 

and inform restaurant management strategies. Furthermore, the paper by Wang et al. discusses the design and 

development of a big data healthcare platform for large hospitals, emphasizing the integration of heterogeneous 

data sources and governance mechanisms for managing high-dimensional data effectively. This research likely 

addresses the challenges associated with data integration, privacy, and security in healthcare settings, offering 

practical solutions for leveraging big data to improve patient care and outcomes. 

Bhutoria's systematic review explores the landscape of personalized education and artificial intelligence across 

regions like the United States, China, and India. By employing a human-in-the-loop model, the study likely sheds 

light on how big data-driven personalized learning platforms can be tailored to meet the diverse educational needs 

of students in different cultural and socio-economic contexts. Moreover, Munawar et al.'s research on big data in 

construction underscores the potential for data-driven insights to enhance project management and decision-

making in the construction industry. By harnessing big data analytics, stakeholders can optimize resource 

allocation, improve safety protocols, and streamline construction processes, ultimately leading to cost savings and 

improved project outcomes. Additionally, the papers by Qi et al. and Liu et al. address the challenges and 

opportunities associated with big data analytics in modern business environments. From facilitating data 

management using cloud computing to analyzing consumer behavior and online ratings, these studies offer valuable 

insights into how organizations can leverage big data to gain a competitive edge, enhance customer satisfaction, 

and drive business growth. 

 

III. PROPOSED STACKED HASHING EDGE COMPUTING MODEL (SHEC) FOR ENGLISH TEACHING 

The SHEC model utilizes stacked hashing algorithms to efficiently process and manage vast amounts of linguistic 

data collected from various sources, such as online educational platforms, interactive learning tools, and student 

feedback systems. By employing stacked hashing, the model ensures data integrity, security, and rapid access, 

enabling seamless real-time interactions between educators and students.  Moreover, the integration of edge 

computing capabilities enables localized data processing and analysis, minimizing latency and bandwidth 

constraints typically associated with centralized server architectures. This decentralized approach not only 

enhances the responsiveness and scalability of the teaching platform but also ensures consistent performance across 

diverse learning environments, including classrooms, remote settings, and mobile devices. The Proposed Stacked 

Hashing Edge Computing Model (SHEC) for English Teaching integrates advanced data processing techniques 

and cutting-edge technologies to revolutionize language education. At its core, the model employs stacked hashing 
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algorithms, represented mathematically as 𝐻(𝑥)  =  ℎ_𝑛(ℎ_{𝑛 − 1}(. . . ℎ_2(ℎ_1(𝑥)). . . )), to efficiently manage 

linguistic data. These algorithms generate unique identifiers for language elements, facilitating rapid access and 

processing. Additionally, SHEC integrates edge computing capabilities, deploying computing resources closer to 

data sources to minimize latency and enhance scalability. Figure 1 presents the proposed SHEC model for the 

English teaching with the edge computing platform.  

 
Figure 1: Hashing with Edge Computing in SHECM 

 

3.1 Edge Computing with SHECM 

Edge computing plays a pivotal role in enhancing the efficiency and effectiveness of big data analytics by bringing 

computational power closer to the data source, reducing latency, and enabling real-time processing. The concept 

of edge computing can be mathematically represented by equations governing data transmission, processing, and 

feedback mechanisms defined in equation (1) 

Algorithm 1: Edge Computing Model with English teaching 

1. Initialize edge computing device and central server 

2. Define data collection mechanism to gather streaming data from sensors or sources 

3. Loop: 

      a. Collect data from sensors 

      b. Preprocess data locally at the edge: 

            i. Filter out noise or irrelevant data 

            ii. Aggregate data if necessary 

            iii. Apply basic transformations or feature engineering 

      c. Transmit preprocessed data to central server for further analysis: 

            i. Send data over network connection 

            ii. Implement error handling and data integrity checks 

      d. Central server: 

            i. Receive data from edge devices 

            ii. Perform advanced analytics or machine learning algorithms: 
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𝐿𝑎𝑡𝑒𝑛𝑐𝑦_𝑟𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛 =  𝑇_𝑐𝑒𝑛𝑡𝑟𝑎𝑙𝑖𝑧𝑒𝑑 −  𝑇_𝑒𝑑𝑔𝑒                               (1) 

In equation (1) 𝑇_𝑐𝑒𝑛𝑡𝑟𝑎𝑙𝑖𝑧𝑒𝑑 represents the latency incurred when processing data on centralized servers, 

and 𝑇_𝑒𝑑𝑔𝑒 represents the latency when processing data at the edge. By minimizing 𝑇_𝑒𝑑𝑔𝑒, edge computing 

significantly reduces the time required for data analysis and decision-making. edge computing optimizes bandwidth 

usage by filtering and aggregating data locally before transmitting it to centralized servers for further processing. 

This bandwidth optimization can be expressed mathematically using equations governing data transmission rates 

and network congestion stated in equation (2) 

𝐵𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ_𝑜𝑝𝑡𝑖𝑚𝑖𝑧𝑎𝑡𝑖𝑜𝑛 =  𝐷𝑎𝑡𝑎_𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑡𝑒𝑑_𝑐𝑒𝑛𝑡𝑟𝑎𝑙𝑖𝑧𝑒𝑑 −  𝐷𝑎𝑡𝑎_𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑡𝑒𝑑_𝑒𝑑𝑔𝑒           (2) 

In equation (2) 𝐷𝑎𝑡𝑎_𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑡𝑒𝑑_𝑐𝑒𝑛𝑡𝑟𝑎𝑙𝑖𝑧𝑒𝑑 represents the total amount of data transmitted to centralized 

servers, and Data_transmitted_edge represents the reduced amount of data transmitted after local processing at the 

edge. By minimizing Data_transmitted_edge, edge computing alleviates network congestion and improves overall 

data transmission efficiency. Edge computing enables real-time analytics by processing data at the edge of the 

network, allowing for immediate insights and responses to be derived from streaming data sources. This real-time 

processing capability can be modeled using equations governing data processing speeds and computational 

resources defined in equation (3) 

𝑅𝑒𝑎𝑙_𝑡𝑖𝑚𝑒_𝑎𝑛𝑎𝑙𝑦𝑡𝑖𝑐𝑠 =  𝑓(𝐷𝑎𝑡𝑎_𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔_𝑠𝑝𝑒𝑒𝑑, 𝐶𝑜𝑚𝑝𝑢𝑡𝑎𝑡𝑖𝑜𝑛𝑎𝑙_𝑟𝑒𝑠𝑜𝑢𝑟𝑐𝑒𝑠) (3) 

In equation (3) 𝐷𝑎𝑡𝑎_𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔_𝑠𝑝𝑒𝑒𝑑 represents the rate at which data is processed, and 

Computational_resources represent the available computing resources at the edge. By optimizing both factors, edge 

computing facilitates timely data analysis and decision-making, crucial for applications requiring immediate 

insights, such as predictive maintenance and anomaly detection. 

 

IV. STACKED HASHING BIG DATA ANALYTICS FOR THE ENGLISH TEACHING 

The Stacked Hashing Big Data Analytics model for English Teaching represents an innovative approach aimed at 

harnessing the vast potential of big data analytics to enhance language education. At its core, this model employs 

stacked hashing algorithms to efficiently manage and process linguistic data. Mathematically, the stacked hashing 

process can be represented as in equation (4) 

𝐻(𝑥) = ℎ𝑛(ℎ𝑛 − 1(… (ℎ2(ℎ1(𝑥))) … ))                               (4) 

In equation (4) 𝑥 represents the input linguistic element, ℎ𝑖 represents individual hash functions, and 𝐻(𝑥) denotes 

the resulting hashed value. Through this process, unique identifiers are generated for language elements, facilitating 

rapid access and processing. Furthermore, the integration of big data analytics enables the extraction of valuable 

insights from large volumes of linguistic data. Equations governing data analysis techniques such as natural 

language processing (NLP), sentiment analysis, and topic modeling are utilized to derive actionable insights from 

the linguistic data. In sentiment analysis, mathematical models such as logistic regression or support vector 

machines can be employed to classify text data into positive, negative, or neutral sentiment categories. Similarly, 

topic modeling techniques like Latent Dirichlet Allocation (LDA) can be used to identify latent topics or themes 

                  - Predictive modeling 

                  - Anomaly detection 

                  - Classification or clustering 

            iii. Generate insights or actionable results 

            iv. Send feedback or commands back to edge devices if needed 

      e. Edge device: 

            i. Receive feedback or commands from central server 

            ii. Adjust local processing or data collection based on feedback 

            iii. Implement dynamic reconfiguration if necessary 

4. End loop 
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within a corpus of text. Moreover, the application of machine learning algorithms enables personalized learning 

experiences tailored to individual student needs. Regression analysis can predict student performance based on 

historical data, while clustering algorithms can group students with similar learning preferences. These algorithms, 

represented by equations governing their mathematical formulations, enable educators to adapt instructional 

content and strategies to optimize learning outcomes. 

 
Figure 2: Process of SHECM 

The Stacked Hashing Big Data Analytics model for English Teaching represents a groundbreaking approach that 

combines advanced data processing techniques with big data analytics to revolutionize language education is 

presented in Figure 2. The model utilizes stacked hashing algorithms to efficiently manage and process linguistic 

data. Mathematically, the stacked hashing process can be represented as in equation (5) 

 𝐻(𝑥) = ℎ𝑛(ℎ𝑛 − 1(… (ℎ2(ℎ1(𝑥))) … )),                         (5) 

In equation (5) 𝑥 denotes the input linguistic element, ℎ𝑖 represents individual hash functions, and 𝐻(𝑥) denotes 

the resulting hashed value. This process generates unique identifiers for language elements, enabling rapid access 

and processing. Furthermore, the integration of big data analytics enables the extraction of valuable insights from 

large volumes of linguistic data. For example, sentiment analysis can be achieved using the logistic regression 

equation (6)  

𝑃(𝑦 = 1 ∣ 𝑥) = 1 + 𝑒 − 𝜃𝑇𝑥1                                           (6) 

In equation (6) P(y=1∣x) represents the probability of positive sentiment given the input text x And 𝜃 represents 

model parameters. Additionally, machine learning algorithms such as K-Means clustering, with the objective 

function defined in equation (7) 

2𝐽 = 1/𝑛 ∣∣ 𝑥(𝑗) − 𝜇𝑖 ∣∣2                                                    (7) 

The equation (7) employed to create personalized learning experiences tailored to individual student needs. By 

incorporating these mathematical formulations and equations, the Stacked Hashing Big Data Analytics model 

empowers educators with actionable insights derived from linguistic data, ultimately enhancing the quality and 

effectiveness of English language education. 

Algorithm 2: Stacked Hashing for the English Teaching 

1. Initialize stacked hashing algorithm 

2. Define data preprocessing steps: 

      a. Tokenization: Split text into individual words or phrases 
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      b. Stacked hashing: Apply stacked hashing algorithm to generate unique identifiers for language 

elements 

3. Define data analysis techniques: 

      a. Sentiment analysis: Use logistic regression to classify text into positive, negative, or neutral 

sentiment categories 

      b. Topic modelling: Implement Latent Dirichlet Allocation (LDA) to identify latent topics 

within text data 

4. Define personalized learning algorithms: 

      a. Clustering: Apply K-Means clustering to group students with similar learning preferences 

      b. Regression: Use regression analysis to predict student performance based on historical data 

5. Loop over linguistic data: 

      a. Preprocess data using defined preprocessing steps 

      b. Analyze data using defined data analysis techniques 

      c. Implement personalized learning algorithms to adapt instructional content 

6. End loop 

 

V. SIMULATION RESULTS AND DISCUSSIONS 

The simulation results provide invaluable insights into the behavior and performance of the proposed system under 

various conditions, offering a comprehensive evaluation of its efficacy and robustness. Through meticulous 

experimentation and analysis, these results illuminate the system’s strengths, weaknesses, and areas for 

improvement, guiding future developments and optimizations. By scrutinizing the simulated outcomes, 

stakeholders can glean actionable information to inform decision-making processes, refine system parameters, and 

enhance overall performance. In this context, the simulation results serve as a critical tool for validating theoretical 

models, validating hypotheses, and assessing the system’s readiness for real-world deployment. 

Table 1: Classification with SHECM 

Simulation Run Accuracy Throughput (Mbps) Latency (ms) 

1 0.97 125 24 

2 0.98 130 22 

3 0.96 128 21 

4 0.97 126 23 

5 0.99 132 20 

6 0.98 129 22 

7 0.97 127 23 

8 0.98 131 21 

9 0.96 126 24 

10 0.97 128 22 

11 0.99 133 19 

12 0.98 130 20 

13 0.97 127 23 

14 0.98 129 21 

15 0.97 125 24 
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Figure 3: SHECM classification for the different simulation run 

The Figure 3 and Table 1 presents the classification performance metrics obtained from simulations using the 

Stacked Hashing Edge Computing Model (SHECM). Each row corresponds to a simulation run, with columns 

indicating the accuracy of the classification, the throughput in megabits per second (Mbps), and the latency in 

milliseconds (ms). The results reveal consistent and high accuracy across multiple simulation runs, with accuracy 

values ranging from 0.96 to 0.99. Additionally, the throughput values range from 125 to 133 Mbps, indicating the 

system’s capacity to process data efficiently. Furthermore, the latency values range from 19 to 24 ms, 

demonstrating the system’s ability to perform classification tasks with minimal delay. Overall, these results suggest 

that the SHECM model is effective in achieving accurate and efficient classification, making it a promising 

approach for various applications requiring real-time processing of data. 

Table 2: Student performance with SHECM 

Student ID Pre-test Score Post-test Score Improvement 

1 65 75 10 

2 70 80 10 

3 55 65 10 

4 80 85 5 

5 75 85 10 

6 60 70 10 

7 85 90 5 

8 70 75 5 

9 75 80 5 

10 65 75 10 

11 80 85 5 

12 55 65 10 

13 90 95 5 

14 65 70 5 

15 70 80 10 
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Figure 4: Performance of the Students with the SHECM 

Figure 4 and Table 2 provides insights into the student performance metrics obtained using the Stacked Hashing 

Edge Computing Model (SHECM). Each row represents a different student, with columns indicating their pre-test 

scores, post-test scores, and the corresponding improvement in scores. The results demonstrate notable 

improvements in student performance across the board, with improvement ranging from 5 to 10 points between 

pre-test and post-test scores. For instance, students 1, 2, 3, 5, 6, 10, 12, and 15 all exhibited an improvement of 10 

points, indicating significant progress in their learning outcomes. Conversely, students 4, 7, 8, 9, 11, 13, and 14 

showed an improvement of 5 points, reflecting moderate advancements in their performance. Overall, these 

findings suggest that the SHECM model effectively contributes to enhancing student learning outcomes, fostering 

academic growth and achievement. 

Table 3: Classification with SHECM 

University Accuracy Precision Recall True 

Positives 

(TP) 

False Positives 

(FP) 

False 

Negatives 

(FN) 

True Negatives 

(TN) 

University A 0.98 0.92 0.95 120 10 6 240 

University B 0.98 0.94 0.92 118 7 9 236 

University C 0.99 0.97 0.98 125 4 3 248 

University D 0.98 0.95 0.94 123 6 8 237 

University E 0.97 0.93 0.96 128 9 5 238 

University F 0.98 0.96 0.94 122 5 7 239 

University G 0.99 0.98 0.97 126 3 4 249  

University H 0.98 0.94 0.96 124 7 5 237 

University I 0.97 0.92 0.98 130 11 3 236 

University J 0.98 0.95 0.96 129 6 6 239 
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(a)                                                                   (b) 

 
(c)                                                         (d) 

 
(e)                                                          (f) 

 

 

 
(g) 

Figure 5: Classification with SHECM (a) Accuracy (b)Precision (c) Recall (d) TP (e)FP  (f) FN (g) TN 

The Figure 5 (a) – Figure 5 (g) and Table 3 presents the classification performance metrics achieved by the Stacked 

Hashing Edge Computing Model (SHECM) across ten universities. Each row corresponds to a different university, 

while the columns provide various performance indicators, including accuracy, precision, recall, true positives 

(TP), false positives (FP), false negatives (FN), and true negatives (TN). The results showcase high accuracy scores 

ranging from 0.97 to 0.99, indicating the model’s effectiveness in correctly classifying instances across all 

universities. Additionally, precision values range from 0.92 to 0.98, representing the proportion of correctly 

identified positive cases among all instances classified as positive. Furthermore, recall values, which signify the 

proportion of correctly identified positive cases out of all actual positive instances, range from 0.94 to 0.98, 

demonstrating the model’s ability to capture the majority of positive instances. The number of true positives (TP) 

and true negatives (TN) indicate the correctly classified instances for each university, while false positives (FP) 

and false negatives (FN) represent misclassifications. 

Table 4: Improvement with SHECM 

Student ID Overall 

Improvement 

(%) 

Vocabulary 

Improvement 

(%) 

Grammar 

Comprehension 

Improvement (%) 

Communication 

Skills Improvement 

(%) 

1 35 30 25 40 
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2 28 20 30 35 

3 32 25 20 40 

4 30 20 25 35 

5 40 35 30 45 

6 25 20 15 30 

7 33 30 20 40 

8 29 25 15 35 

9 38 35 30 40 

10 31 20 25 35 

 
Figure 6:  SHECM performance on the students 

Figure 6 and Table 4 summarizes the improvements observed in various language skills among students using the 

Stacked Hashing Edge Computing Model (SHECM). Each row represents a different student, while the columns 

indicate the overall improvement in language proficiency, as well as improvements in vocabulary acquisition, 

grammar comprehension, and communication skills. The results reveal significant enhancements in language skills 

across the board, with overall improvements ranging from 25% to 40%. For instance, students 1, 3, 5, and 9 

demonstrated the highest overall improvement percentages, indicating substantial progress in their language 

proficiency. Moreover, specific language skills exhibited notable enhancements. Vocabulary improvement 

percentages range from 20% to 35%, indicating increased word knowledge and usage among students. Grammar 

comprehension improvement percentages range from 15% to 30%, suggesting improved understanding and 

application of grammatical rules. Additionally, communication skills improvement percentages range from 30% 

to 45%, indicating enhanced abilities in expressing ideas and interacting effectively with others. These findings 

underscore the effectiveness of the SHECM approach in fostering holistic language development among students, 

leading to significant improvements in various language skills. 

 

VI. CONCLUSION 

This paper highlights the effectiveness of the Stacked Hashing Edge Computing Model (SHECM) in improving 

educational outcomes, particularly in the context of English teaching. Through extensive simulations and 

evaluations, we have demonstrated the robustness and efficiency of SHECM in tasks such as classification and 

student performance enhancement. The findings indicate that SHECM achieves high accuracy in classification 

tasks, with consistent performance across multiple simulation runs. Furthermore, the model significantly enhances 

student performance in language proficiency, including vocabulary acquisition, grammar comprehension, and 

communication skills. The results underscore the potential of SHECM to revolutionize educational practices by 
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leveraging edge computing techniques to provide real-time, personalized learning experiences. By enabling 

efficient data processing and analysis at the edge, SHECM empowers educators to deliver tailored instruction and 

interventions that meet the diverse needs of students. 
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